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Abstract— Targeting the development of new biochip platforms
capable of autonomously sequencing and aligning biological
sequences, a new multicore processing structure is proposed in
this manuscript. This multicore structure makes use of a shared
memory model and multiple instantiations of a novel application-
specific instruction-set processor (ASIP) to simultaneously exploit
both fine and coarse-grained parallelism and to achieve high
performance levels at low-power consumption. The proposed
ASIP is built by extending the instruction set architecture of
a synthesizable processor, including both general and special-
purpose single-instruction multiple-data instructions. This allows
an efficient exploitation of fine-grained parallelism on the align-
ment of biological sequences, achieving over 30× speedup when
compared with sequential algorithmic implementations. The com-
plete system was prototyped on different field-programmable gate
array platforms and synthesized with a 90-nm CMOS process
technology. Experimental results demonstrate that the multicore
structure scales almost linearly with the number of instantiated
cores, achieving performances similar to a quad-core Intel Core
i7 3820 processor, while using 25× less energy.

Index Terms— Application-specific instruction-set architec-
ture, biochip platforms, biological sequences alignment,
multicore architecture, single-instruction–multiple-data (SIMD).

I. INTRODUCTION

B IOCHIPS are probably one of the most important biotech-
nology contributions from the last decade, being con-

sidered a highly viable and prominent means to identify and
detect different biological analytes, such as deoxyribonucleic
acid (DNA), proteins, toxins, hormones, bacteria, and so on.
One particular application of these lab-on-chip devices is the
detection of specific genetic biomarkers (e.g., DNA sequences
that cause a disease or are associated with susceptibility to a
given disease), being recognized as a highly useful means in
several application domains, such as personalized medicine,
preliminary diagnosis and prognosis devices [1], [2]. In these
applications, the sequence data, corresponding to the specific
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biomarker that is aimed to be identified, are stored in an on-
chip memory, at configuration time, and usually correspond
to a specific part of a genome or gene related with the
disease/mutation that is being diagnosed (e.g., identification
of cancer susceptibility genes, cardiological pathologies, etc.).

However, these prominent applications have been posing
new challenges, requiring the anticipation of several common
and often required postprocessing analysis steps to the biochip
level. Among them, biological sequence alignment, close to
or even within the biochip [3], has been regarded as a very
promising challenge. Accordingly, the presented research
envisages the fulfillment of the current processing gap in
embedded sequence alignment platforms, thus foreseeing
the development of fast, portable, disposable, and fully
autonomous biological sequence analysis systems [4] at
the point-of-care [5], instead of being restricted to large
centralized facilities. To achieve this objective, the usage of
programmable solutions is regarded as highly necessary to
comply with adaptability and flexibility requirements, and
contrasts with other dedicated architectures that have also
been proposed in the last years [6]–[9].

Moreover, autonomous and portable devices are highly lim-
ited in what concerns their application requisites, contrary to
what happens with conventional high-performance computing
(HPC) solutions. Besides the imposed constraints concern-
ing compactness, cost-efficiency, high production yields, and
robust functionality, the most stringent constraint is usually
concerned with their low-power consumption [10]. However,
the involved amount of data and the complexity of the required
computations rarely permit any significant lightening of the
computational capabilities. As such, the main motivation of
the presented research is the development of an efficient
architecture for biochips with highly limited power constraints
(up to a few watts) and whose performance should be as
close as possible to that of a state-of-the-art general purpose
processor (GPP). To verify the fulfillment of such a promising
goal, the processing performance offered by the proposed low-
power biological sequence alignment processor will be com-
pared with that of an Intel Core i7 processor, which, despite
its high-processing performance, is completely unsuited for
embedded biochip purposes, due to its much greater power
requisites (minimum 38 W with a single-thread execution).

The biochip under development is a heterogeneous multi-
core system-on-chip (SoC), composed of two types of highly
optimized processor elements (PEs): 1) Type A PEs implement
a preliminary heuristic filtration phase, using indexed exact
search algorithms (e.g., k-mers, FM-index), where fragments
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of the patient’s sample are looked up in the biomarker-
indexed sequence (stored in memory) to identify a partial
match and to determine its approximate location(s) in the
biomarker sequence; and 2) Type B PEs implement the sub-
sequent computational demanding sequence alignment phase
(allowing insertions, deletions, and substitutions) of the subset
of samples identified in the first phase, using an exhaustive
dynamic programming (DP) approach applied to the delimited
region(s) of the biomarker sequence identified in the first
phase.

Among the several design options, the development of an
efficient application-specific instruction-set processor (ASIP)
architecture for Type B PEs, specifically adapted for opti-
mal biological sequence alignment algorithms, is regarded
as a particularly suited approach to comply with all the
performance and design requisites enumerated above [11].
The attained processing throughput is achieved as a result of
a twofold contribution: 1) inclusion of multiple specialized
single-instruction multiple-data (SIMD) vector instructions in
the processor instruction-set architecture (ISA), to extensively
exploit fine-grained parallelism; and 2) support for an exten-
sive multicore computational structure, composed of multiple
instantiations of the designed ASIP, to efficiently exploit
coarse-grained parallelism. The cumulative result of these two
important contributions was demonstrated with different field-
programmable gate array (FPGA) prototypes of the proposed
multicore SIMD ASIP, which proved capable of offering
speedup values as high as 720×.

To further demonstrate that the proposed multicore ASIP
complies with the performance and efficiency requirements of
the target application domain, it was also implemented in a
90-nm CMOS process technology. Experimental results indi-
cate that the proposed solution achieves a performance similar
to that of HPC processors (e.g., an Intel Core i7) while using
20× less energy.

The manuscript is organized as follows. After the intro-
ductory motivation presented above, Section II presents a
brief overview on biological sequences alignment algorithms,
as well as on their current state-of-the-art SIMD implemen-
tations. In Section III, the new and adapted ISA for this
specific application domain is presented, while its architecture
implementation is presented in Section IV. In Section V,
the developed multicore processing structure, composed of
multiple instantiations of the designed ASIP is presented.
Section VI presents the obtained experimental results and
Section VII concludes the presentation with the enumeration
of the most important contributions.

II. BIOLOGICAL SEQUENCES ALIGNMENT

The alignment strategy that was adopted in the devel-
oped biochip platform follows the same approach that is
usually applied in conventional HPC solutions. The patient’s
samples are firstly applied to a suboptimal heuristic-based
method [12], [13], which uses an index data structure of a
specific biomarker (previously stored in on-chip memory)
to identify a potential partial match and to determine its
approximate location(s) in the biomarker sequence. These

suboptimal methods offer fast and preliminary solutions at
the cost of a reduced sensitivity. Such preliminary indexed
search is then refined by applying an optimal DP align-
ment method, such as the Needleman–Wunsch [14] and
Smith–Waterman (SW) [15] algorithms.

A. Optimal Alignment Algorithm

The SW algorithm [15], characterized by an O(nm) time
complexity, is a widely established dynamic programming
(DP) algorithm used to obtain the local alignment between a
query sequence (q) and a reference/database sequence (d), of
sizes m and n, respectively. It operates in two distinct phases:
it starts by filling a score matrix H , followed by a traceback
phase over this matrix. The matrix is typically filled using an
affine gap penalty model [16], given by the following equation:

H (i, j) = max

⎧
⎪⎪⎨

⎪⎪⎩

H (i − 1, j − 1) + Sbc(q[i ], d[ j ])
E(i, j)
F(i, j)
0

, with

F(i, j) = max

{
H (i − 1, j) − α
F(i − 1, j) − β

and

E(i, j) = max

{
H (i, j − 1) − α
E(i, j − 1) − β

where α and β represent the cost of gap opening and extension,
and Sbc(q[i ], d[ j ]) denotes the substitution score value when
aligning character q[i ] against character d[ j ]. The initial
conditions are given by H (i, 0) = H (0, j) = E(i, 0) =
F(0, j) = 0. The strict data dependencies of this algorithm
require a prior processing of the neighboring upper, left, and
upper-left cells, before calculating the value of a given cell.

Several solutions have been proposed to accelerate the
execution of the SW algorithm. The processing structures
that offer the highest performance typically adopt the form
of dedicated accelerators like those proposed in [6]–[9].
However, these solutions lack the necessary flexibility
to allow the execution of other similar algorithms
(e.g., Needleman–Wunsch [14]) or even variations of the same
algorithm (e.g., banded SW algorithm used in FASTA [13]).

On the other hand, it is also desirable to develop processing
structures that are easily adapted to detect/identify distinct
patterns, mutations, or anomalies. As an example, while some
pathologies might be identified by a single detection of a given
biomarker pattern, other anomalies are only identified by a suc-
cessive repetition of a specific pattern [1]. Therefore, whenever
flexibility is a system requirement, the usage of programmable
processing solutions proves to be highly convenient. Among
these, GPPs are a natural and commonly used platform to
execute these algorithms, especially due to the set of SIMD
instruction-set extensions that are available in most current off-
the-shelf processors (e.g., Intel processors). Such instructions
allow to efficiently exploit fine-grained parallelism within
these algorithms and thus improve the resulting performance.

B. SIMD Implementations

To accelerate the alignment procedure, while still ensuring
the optimal alignment, several SIMD parallelizations of the
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Fig. 1. SIMD implementations of the SW algorithm [15]. The first five
SIMD iterations were numbered and represented with different gray levels.
For simplicity, only four data elements are shown in each SIMD register.
(a) Rognes and Seeberg [17]. (b) Farrar [19]. (c) Rognes [18].

SW algorithm have been presented. The most recent imple-
mentations, based on the exploitation of Intel SSE instruction
set extensions, were presented in [17]–[19]. Their differences
mainly lie in the adopted data processing pattern (Fig. 1).

The first implementation that was proposed in [17] precom-
putes a profile for the entire reference sequence. With such
a technique, a vector of cells parallel to the query sequence
can be simultaneously processed by each SIMD instruction
[Fig. 1(a)]. The compliance with the data dependencies is
guaranteed by defining threshold conditions relating each
computed score and the insertion/extension gap penalties,
allowing to disregard most comparisons related to the vertical
dependencies of the algorithm. Nevertheless, such an approach
still implies the introduction of conditional branches in the
inner loop of the algorithm, thus making the execution time-
dependent on the used scoring matrix and gap penalties.

Farrar [19] also adopted a precomputed profile (of the
query), but improved the processing scheme using a striped
access pattern [Fig. 1(b)], where the computations are carried
out in several separate stripes that cover different parts of
the query sequence. Hence, the query is divided into p equal
length segments, where p is given by the number of vector
elements that can be simultaneously accommodated in an
SIMD register. As an example, when 128-bit SSE2 registers
are considered to process 8-bit data elements, p equals 16.
The length of each segment is given by t = �(m + p − 1)/p�,
where padding zeros are inserted whenever the query size (m)
is not long enough to completely fill all the segments.

This striped computation of the score matrix is fulfilled by
assigning each SIMD vector element to one distinct segment.
Accordingly, each matrix column, corresponding to a reference
symbol d[ j ], is processed in t iterations, where each iteration
simultaneously processes p query symbols, separated by
t − 1 lines in the score matrix. As an example, when
p = 16, the second iteration of the algorithm simultaneously
processes in an SIMD register the following query sym-
bols:

{
q[2], q[t + 2], q[2t + 2], q[3t + 2], . . . , q[15t + 2]}.

With this modified pattern, it is possible to move the
conditional statements related to the commitment of the
vertical dependencies to an independent lazy loop. This

loop is executed outside the inner loop, where the vertical
dependencies have to be considered only once, before starting
the processing of the next reference symbol, thus reducing
the impact of the vertical dependencies.

The above cumulative set of contributions and improve-
ments led to significant speedup values of the alignment, which
makes Farrar’s technique [19] one of the fastest SIMD imple-
mentations of the SW algorithm. For this reason, this algorithm
is integrated in many current high-performance alignment
frameworks, such as the latest versions of SSEARCH [20].

Meanwhile, Rognes [18] presented another paralleliza-
tion of the algorithm that exploits other capabilities made
available by modern processors. However, the considered
application domain is somewhat different from the pre-
vious approaches. Instead of solving the single-reference
single-query alignment problem, he simultaneously compares
several different reference sequences with one single query
sequence in each SIMD operation [Fig. 1(c)], which allows
additional speedups when the underlying application aligns
a specific and single query to a database of reference
sequences.

When transposing this latest Rognes’ approach to the appli-
cation scenario under consideration, the specific biomarker
sequence that was assigned to the considered biochip configu-
ration would be the natural choice for the query sequence that
is simultaneously aligned (in parallel) with several references,
corresponding to the set of fractions of the patient’s samples
identified in the first suboptimal phase. However, this approach
would also require the score profile of each identified fraction
of the patient’s reference to be calculated at runtime, which
results in a significant performance penalty. On the other
hand, with Farrar’s algorithm, it is possible to calculate the
score profile of the biomarker sequence in a preconfiguration
step and store it in the biochip memory. Afterward, the
biomarker sequence score profile can be directly used in the
alignment with each of the identified fractions of the patient’s
reference sequence. Hence, when compared with the Rognes’
approach, Farrar’s saves valuable execution time and energy
when aligning query sequences of smaller sizes (as is the
case of the considered application domain), since the profiles
do not need to be calculated at runtime. Therefore, Farrar’s
algorithm is not only the adequate choice for the considered
application domain, but also presents itself as the solution
with the broadest range of applications, thus broadening the
scenarios where a system that accelerates its execution can be
applied.

III. DEDICATED SIMD INSTRUCTION SET FOR

BIOLOGICAL SEQUENCES ALIGNMENT

The proposed ISA was defined targeting the accelera-
tion of the classic local and global sequence alignment
procedures (such as the several SIMD implementations
of the Needleman–Wunsch and SW algorithms [17], [19],
[21]). Due to the high-performance and low-energy con-
straints of the considered biochip platform, mainly tar-
geted for portable and autonomous biological sequence
alignment of next-generation sequencing (NGS) [22] data,
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Farrar’s SIMD implementation [19] was considered the most
suited for this specific application domain. Nevertheless, since
the proposed ISA includes both general-purpose and special-
purpose SIMD instructions, it can be easily used to implement
a broader range of algorithms, including other operations with
biological sequences (e.g., hidden Markov models (HMMs),
Viterbi chains, etc.), which heavily rely on DP methods.

A. SIMD Sequence Alignment Implementation

By analyzing the original Farrar’s pseudocode
definition [19] [Fig. 3(a)], it is clear that the adoption
of vector arithmetic instructions will potentially accelerate
this algorithm implementation. These instructions should not
only speed up the operations between vectors, but they may
also facilitate the various operations between vectors and
scalars, which are particularly useful when subtracting the gap
penalties. The shifting of the F and H vectors can also be
efficiently implemented with vector element shift instructions.
Furthermore, since all these instructions will be dealing with
SIMD vectors, it is also advantageous to include specialized
memory access instructions, to handle vector-sized variables.

On the other hand, from a more detailed inspection of an
Intel SSE2 assembly implementation [19] [Fig. 3(b)], it can
also be observed that the lazy loop condition assertion requires
at least five instructions. Therefore, a new and specialized
branch instruction, to simultaneously assert a branch condition
in all vector elements, without any additional processing,
would significantly increase the achieved performance.

As a consequence, it is clear from the above observations
that a dedicated and optimized ISA not only should include an
adapted set of arithmetic SIMD operations (with a particular
emphasis on the addition, subtraction, compare and maxi-
mum operations), but should also incorporate other classes of
instructions, comprehending logic, memory-access, and con-
trol operations. Furthermore, an appropriate register structure
particularly adapted to the targeted application domains should
also be defined, to accommodate both the vector and scalar
operands. These two aspects will be briefly covered in the
following two subsections.

B. SIMD Registers

The proposed instruction set and the corresponding data-
path (Section IV) can be fully parameterized in terms of the
adopted register and vector-element sizes. To obtain a fair
comparison with Farrar’s [19] SSE2 implementation, the base
parameterization that will be considered in this particular
implementation uses the same register and vector-element
sizes as those of the Intel SSE2 (used by Farrar [19]),
i.e., 128-bit registers, with 8 or 16 elements. Nevertheless,
different register and element sizes can be used, as shown in
Section VI-C, where experimental results considering different
register sizes are presented.

To simplify the implementation of the proposed instruction
set, it is assumed that all processor registers within the register
bank have the same size. Hence, any scalar (non-SIMD)
instruction will only operate over the least significant part
of the register, corresponding to a scalar processor word.

Fig. 2. Division of each processor register into a parameterizable number
of SIMD vector elements (v.e.). Scalar operands coexist in the same register,
occupying the least significant word.

TABLE I

PROPOSED SIMD SPECIALIZED INSTRUCTION SET

FOR BIOLOGICAL SEQUENCE ALIGNMENT

In contrast, all the proposed SIMD instructions will operate
over the entire register (Fig. 2). With this design option, the
critical path of the processor is confined within the data-
path corresponding to the scalar (non-SIMD) operations, thus
making it independent of the extended SIMD register size.

C. Proposed SIMD Instruction Set

The specialized ISA that is herein proposed defines
56 SIMD instructions for arithmetic, logic, memory access,
and control operations. The set of proposed SIMD instructions,
which are used in Farrar’s algorithm implementation, are
depicted in Table I. The instructions are subdivided into
three classes: vector–vector, operating over the corresponding
pairs of vector elements in each SIMD register; vector–scalar,
operating between one SIMD register and the scalar operand
of another register; and inner-vector, operating between the
adjacent pairs of vector elements in a single SIMD register.

According to the defined register structure, scalar load
and store instructions will only operate over the processor
scalar word-size. As a consequence, the extended SIMD
instruction set also provides the corresponding SIMD versions
(LV and SV) for vectorized memory accesses. The memory
address is computed with scalar operands and only the
destination (LV) or the origin (SV) are SIMD operands. There
is also a special move instruction to write a scalar value
to a specific SIMD vector position, keeping the remaining
positions unchanged. The position and the value are provided
in scalar operands.

Furthermore, by considering the requirements that were
referred to in Section III-A, particular attention was also
devoted to the definition of a new subset of control instruc-
tions that can be applied in a variety of applications and
are especially interesting for the SW algorithm. The need
arises from the significant predominance of loop statements
in the mentioned DP algorithms (generally implemented with
conditional branch instructions) and takes into account the
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Fig. 3. Farrar’s SIMD implementation [19] of the SW algorithm.
(a) Pseudocode definition. (b) Intel SSE2 assembly. (c) Proposed ISA assem-
bly code. Instructions outlined in bold face belong to the specialized ISA.
Shaded areas outline the blocks of identical operations that require a different
number of instructions to complete in the two implementations. Only the inner
and lazy loops are illustrated in this figure.

severe penalties that these control instructions impose on deep
pipeline architectures. As a consequence, the inherent losses
in the attainable throughput (imposed by unavoidable pipeline
flushes introduced by branch instructions) also had to be taken
into account when the base processor structure was selected, as
will be described in Section IV. These restrictions determined
the adoption of shallower pipeline structures, contrasting with
modern superscalar GPP architectures, e.g., Intel and ARM.
To further adapt the new ISA to the targeted algorithms,
the branch condition in the new set of conditional branch
operations is evaluated over all the elements in the SIMD
vector, and the branch is taken if the condition is either verified
for all of them or for at least one of them. The branch target
is computed with scalar operands.

Fig. 3 presents a mapping of Farrar’s [19] algorithm and
the corresponding implementations with the Intel SSE2 ISA
and with the proposed SIMD ISA. By comparing the two
implementations, an immediate gain is observable with the
proposed ISA, with more visible advantages in the lazy loop.
The major contributor to this reduction is the proposed set
of vectorized control instructions that significantly reduce the
control overhead.

Another significant advantage of the proposed ASIP results
from the adoption of a strict reduced instruction set computer
(RISC) paradigm based on a shallow pipeline structure,
contrasting with Intel’s deep pipeline complex instruction set
computer (CISC) model [23]. As a consequence, the observed
difference in the number of executed instructions, together
with the RISC single-cycle per instruction ratio (instead
of CISC multiple-cycle per instruction), will significantly
augment the processing gain, as will be demonstrated in
Section VI.

IV. SIMD PROCESSOR ARCHITECTURE

The MB-LITE [24] soft-core was used as the base archi-
tecture for the implementation of the proposed ISA, not only
due to its simple and portable processing structure, but also
because it is a compliant implementation of the well known
MicroBlaze ISA [25], offering the advantage of an already
existing compiler that can also be extended to support the
new instructions. Furthermore, the MB-LITE design is highly
configurable and is relatively easy to adapt to support the
proposed ISA. The reduced hardware resources required by
this core were also taken into account, due to the fact that it
will be used as the base for a scalable multicore processing
platform, which exploits coarse-grained parallelism, as will be
described in Section V.

A. MB-LITE Processor Architecture

The MB-LITE [24] processor is a 32-bit Harvard RISC
based on the MIPS five-stage pipeline architecture. Accord-
ingly, all instructions have a single cycle latency, except
the branches whose latency is two or three clock cycles
(with or without delay slots, respectively).

The considered MicroBlaze ISA contains the usual integer
arithmetic and logic operations, conditional and unconditional
branches, and load/store instructions. Some groups of instruc-
tions were left out, including the multiplication and barrel
shifter operations, as well as all floating point and special
register operations. As in the MicroBlaze architecture [25],
MB-LITE has two basic types of instructions: 1) Type (register
type); and 2) Type (immediate type). Consistently, all instruc-
tions have three operands (three registers, or two registers
plus one immediate), except the control and shift instructions,
which have two operands (two registers, or one register plus
one immediate). According to the MicroBlaze architecture, the
register bank is also composed of 32 general-purpose registers
with three read-ports and one write-port.

All data hazards are identified and solved in the decode
stage of the pipeline. Forwarding is provided from the latest
stages, with the exception of the load instruction, which causes
the introduction of a stall when the memory value is used
by the following instruction. Control hazards are solved by
performing static branch prediction with a predict not-taken
strategy, which results in a pipeline flush whenever the branch
should be taken. The processor also provides a single-line
interrupt mechanism. The 32-bit data memory is organized
in parallel 8-bit blocks, to improve the memory writes.
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Fig. 4. Block diagram of the SIMD ALU module, for example, 4-element
vector configuration, illustrating the required logic to implement. (a) Vector–
vector and vector–scalar operations. (b) Inner-vector operations.

Among the provided modules, MB-LITE [24] integrates an
address decoder to allow communication with the different
peripherals in a memory mapped I/O organization. It also
provides a character device so that the Standard output (STD-
OUT) can be easily used in the software development phase.

B. Modification of the Execution Unit

To support the proposed SIMD ISA, the execution unit had
to be modified by extending its original ALU to include a new
SIMD module.

Despite being fully parameterizable, the configuration
of the designed SIMD module that was adopted for this
specific implementation uses 128-bit registers with 16 SIMD
vector elements of 8 bits each. Other parameterizations could
equally be used, to process values ranging from 16-bit data
words to any other word size, but taking into account that
by increasing the word size, the maximum clock frequency
may decrease. The operand size can range from 2 bits (useful
for DNA processing) to half of the register size (SIMD).
By increasing the number of SIMD operands, the amount
of generated logic also increases, with consequences on the
processor’s hardware resources.

The addition and subtraction operations require one adder
per SIMD vector element together with some extra multiplex-
ing logic (Fig. 4). Since different types of SIMD operations are
supported (vector–vector, vector–scalar, and inner-vector), the
required elements have to be selected from the corresponding
registers and only then does the execution unit perform all
the parallel arithmetic operations. The results are then chosen
based on appropriate control signals. Furthermore, to reduce
the complexity of the control logic and to maintain the proces-
sor’s critical path, the inner-vector operations are performed
by an independent set of ALU modules, as it is possible to
observe in Fig. 4(b).

The SIMD maximum instruction is based on the compare
instruction, comprising a subtraction followed by a signal eval-
uation. Therefore, the same logic is used to implement both
of these instructions, requiring only a multiplexer, selected by
the most significant bit of the result, to choose the maximum
between the two operands. Though simple to implement,
this additional logic would greatly increase the critical path
of the execution unit when extending to an SIMD model.

Fig. 5. Maximum decision logic is postponed to the next pipeline stage and
to the pipeline forwarding lines.

To overcome this issue, the decision logic was moved to the
next pipeline stage and to the pipeline forwarding lines, as
described in Fig. 5. This new maximum instruction substitutes
one compare and one branch instruction, thereby eliminating
the pipeline flush and gaining three or four clock cycles,
depending on whether the branch has delay slots or not.

The SIMD conditional branches were implemented by repli-
cating the condition evaluation logic and by modifying it to
separately evaluate all the elements in the vector, while the
branch target address is calculated in the scalar ALU (Fig. 6).

Scalar load/store instructions provide memory transfers with
byte, halfword, or word sizes. Since the SIMD vector can be
greater than the processor word size (32 bits), a new vector
transfer size had to be defined. This vector size is transparently
considered by the defined SIMD load/store instructions in
terms of the transferred data size so that the instructions
can work with the different vector sizes. This contrasts with
the scalar load/store instructions, which only work with fixed
transfer sizes.

Finally, the destination vector element of the new SIMD
move instruction (defined as move-to-vector) is selected just
as in the store instructions, i.e., the scalar value can be
multiplexed to any of the SIMD vector elements. Therefore,
the resulting SIMD vector will retain the previous values in
all other elements.

C. Adaptation of the Decoding Unit

Since the encoding of most original MB-LITE Type A
instructions has unused bit-fields, it was decided to assign
the same opcode to the new SIMD arithmetic and shift
instructions as their scalar counterparts, thus using such unused
fields to distinguish them in the processor control unit. With
such options, it was possible to reuse most of the decoding
structures already implemented in the processor, except for
a few control signals that had to be generated from such
bit-fields. The maximum instruction, which did not exist in
the original architecture, adopted the same opcode as the
compare instruction, since the implemented logic operations
are the same until the decision stage (Fig. 5). The new SIMD
branch instructions were also encoded using unused bit-fields
(co-located with the identification of the destination register),
allowing an easy distinction from their scalar counterparts.
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Fig. 6. Proposed ASIP pipelined architecture. The new and modified modules were highlighted in the block diagram. The decoding logic of the proposed
SIMD instructions is included in the Instruction Decode/Interrupt Handle block. The SIMD addition, subtraction, compare, shift, and move instructions are
implemented in the SIMD ALU block. Note the replication of the saturation detection logic and of the maximum decision logic in the forwarding lines from
the MEM stage.

In contrast, unused opcodes were assigned to the SIMD
load/store instructions, where the bit-field corresponding to an
immediate operand was used to encode the memory address.
The assigned opcodes are consecutive to those corresponding
to the scalar load/store, allowing for an easier decoding of the
instruction. The SIMD move instruction was also assigned an
unused opcode, due to the absence of a similar instruction in
the MB-LITE ISA. As a consequence, new decoding logic had
to be added to the processor control unit.

The final ASIP pipelined architecture, with the above
described modifications, is presented in Fig. 6.

D. Compiler Implementation

Writing programs directly in machine language, i.e., byte
code, is not practicable and would be a serious limitation to
the ASIPs usability. A compiler is thus a critical tool because it
not only eases the task of writing programs, but also allows for
some code optimizations and loosens the coupling between the
program and the processor’s implementation, ideally rendering
low-level changes transparent to the programmer.

Accordingly, three aspects are relevant concerning the
compiler support: the front-end, by supporting high-level
language features, in the form of special types or syntax;
the middle-end, in the form of automatic program optimiza-
tion; and the back-end, by providing direct support for a
specific ISA.

The conducted implementation of the compiler that was
specifically developed for the proposed ASIP is based on the
well known GNU compiler collection (GCC) family [26]. The
base GCC structure was extended to support the proposed
architecture, to immediately allow programs to be written
in the target processor’s assembly language (ASM). Since
GCC already supports the MicroBlaze processor, adding the
new mnemonics and opcodes was straightforward. Currently,
support is provided only at the back-end level. In the future,
particular attention will also be given to the middle-end, since

it allows other optimizations using the abstract syntax tree
(AST). This will allow for further leverage of the specific
aspects of the underlying ISA, including automatic vector-
ization. Nonetheless, support for the C/C++ programming
languages can be provided by relying on intrinsic functions
that directly use the SIMD instructions.

V. MULTICORE PROCESSING PLATFORM

The integration of the proposed ASIP within the biochip
SoC follows the typical GPP + accelerator co-design
approach. The GPP targets the coordination of the two process-
ing steps of the biochip: 1) preliminary heuristic search phase,
using exact search algorithms, where fragments of the patient’s
sample are looked up in the biomarker-indexed data structure
(stored in memory); and 2) optimal sequence alignment phase
(allowing insertions, deletions, and substitutions) of the subset
of samples identified in the first phase.

Accordingly, the proposed ASIP architecture aims to
accelerate the second phase, where a significant amount
of fractions, preliminarily identified in the first processing
phase, are efficiently processed by simultaneously exploiting
both fine- and coarse-grained parallelism models: the former
using the proposed SIMD ASIP, while the latter by dividing
the set of patient’s samples among the instantiated cores.
This allows the creation of multiple jobs (coarse-grained
parallelism), each executed in parallel by an instance of
the proposed ASIP using the proposed SIMD instructions
(fine-grained parallelism).

To apply this processing scheme, a shared memory model
similar to the one in [27] is used, where both the patient’s
samples and the biomarker sequence are stored in a shared
main memory (Fig. 7). The computation is performed using:
1) a work controller that manages the work queue, where
each item corresponds to the alignment of one sample to
the biomarker sequence; 2) multiple processing elements that
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Fig. 7. Processing scheme for the alignment of multiple sequences.

Fig. 8. Multicore architecture for biological sequences alignment. (a) General
overview of the multicore architecture. (b) Schematic of the processing cores.

actually perform the alignment; and 3) a mechanism to gather
the results from all processing elements.

Nevertheless, it is worth noting that other possible paral-
lelization models could equally be applied. As an example,
in a different (and more conventional) application domain,
where the alignment of a single query sequence to a large
reference sequence is required, the processing could be split
into small stripes that would be processed in pipeline: each
thread i would compute one single stripe and communicate
the result to the following thread i + 1.

The considered parallel processing structure is implemented
using the multicore architecture described in Fig. 8(a). Such
architecture is composed of: 1) a memory element, to store
both the biological sequences and the alignment scores;
2) a master core (GPP), which is responsible for managing the
work queue and to gather the results; 3) multiple processing
cores, to perform the score calculations; 4) a mutex circuit, to
handle core synchronization; and 5) a high-bandwidth inter-
connection, to handle the required communications. To reduce
the amount of data that is transferred between the master
and the processing cores, the shared memory model studied
in [28], which was developed for this specific application
domain, was considered. It should be noted that the current
architecture does not include any cache level in the cores, thus
alleviating the need for any explicit coherence mechanism.
Using this approach, the master core only needs to communi-
cate a minimal set of data (consisting of the addresses, in
the shared memory, and length of the involved sequences)
to start the alignment between a reference and a query
sequences.

Each of the processing cores is composed of the specialized
SIMD ASIP presented in Section IV, an instruction memory,
a local (scratchpad) memory, a direct memory access (DMA)
controller and an on-chip network interface [Fig. 8(b)].

A. Data Communication

The proposed architecture supports various types of inter-
connections (e.g., shared bus, ring/mesh network-on-chip, etc.)

with minimum changes in the base structure. The considered
prototyping implementation, which is described in this man-
uscript, uses a shared bus coupled with an arbiter to manage
the access to the bus. The adopted bus protocol is AMBA 3
AHB-Lite compatible (with multilayer support), requiring a
minimum of two clock cycles to transmit the data: the first to
request access to the bus and the second to transmit the data.
Naturally, whenever the bus is unavailable (busy), additional
clock cycles are required. To minimize the data transfer time,
the bus arbiter also supports a burst mode, where a single bus
request is used to transmit multiple data packets. In this case,
a minimum of n +1 clock cycles are required for transmitting
n data packets.

To further reduce the contention in the system bus, each
processing element maintains temporary data in its local
scratchpad memory, being its internal DMA controller respon-
sible for handling accesses to the main memory (e.g., to
prefetch the query or reference sequences to the scratchpad
memory). This approach reduces the number of bus requests
and allows to hide the communication time with the compu-
tation time. The DMA controller can also flag an interruption
to the ASIP whenever a given copy request is finished. This
allows the creation of an interrupt routine that handles all of
the data prefetching operations.

To ease the programming task (and compiler development),
the ASIP adopts a typical memory mapped I/O organization.
Therefore, access to the DMA registers (to configure the DMA
transfers and check their status) or to the scratchpad memory
can be performed using the usual load/store instructions.

B. Synchronization Mechanism

To allow an efficient cooperation between the different
cores, the multicore architecture includes a multiregister mutex
circuit, with each register supporting two states: locked by
core k and unlocked. This circuit works as follows: when one
core attempts to read from an unlocked mutex (register), a
value of 1 is returned and the mutex locks. After that, all
other cores that read from such mutex receive the value 0
until the initial core unlocks it by writing the value 1. All of
the write and read operations are atomic, assured by specific
bus arbitration logic, thus guaranteeing that only one core has
access to a given mutex at any given time.

VI. EXPERIMENTAL RESULTS

To evaluate the proposed ASIP as well as its integration in
the multicore processing framework, a thorough performance
analysis of the complete system is presented in this section.
The first analysis evaluates the impact of the proposed SIMD
instruction-set on the required hardware resources and on the
processor’s maximum clock frequency. Afterward, the attained
processing speedup is evaluated by comparing the executions
of the vanilla (sequential) version of the SW algorithm and of
Farrar’s [19] SIMD version. To assess the ASIPs performance,
several implementations of the processor [in different field-
programmable gate arrays (FPGAs)] will be compared with
two off-the-shelf low-power processors: 1) an Intel Atom
E665C, running at 1.3 GHz; and 2) an ARM Cortex-A9,
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Fig. 9. Required hardware resources and corresponding operating frequency of the multicore system when implemented in different prototyping platforms.

running at 533 MHz. Furthermore, the ASIPs performance
will also be compared to that of a high-performance processing
solution, which, despite its high throughput, is unable to be
used in low-power environments, as those of autonomous
and mobile platforms. In particular, the proposed low-power
multicore processing structure was synthesized targeting a
90-nm CMOS process technology and compared to a state-
of-the-art Intel Core i7 3820, running at 3.6 GHz with a
power consumption of 38 W for a single core. For a fair
comparison, no algorithmic changes have been introduced in
any cases, apart from those resulting from the ISA differences.
Finally, the scalability of the proposed multicore structure with
the number of instantiated processing cores is also analyzed
by considering a raw performance metric [number of cell
updates per second (CUPS)], a raw energy metric [number of
cell updates per Joule (CUPJ)], and an energy-delay product-
related metric [cell updates per Joule-second (CUPJS)].

To evaluate the performance and connectivity of the pro-
posed multicore processing structure with the master core of
the biochip platform, the complete alignment system was also
prototyped in three different platforms: 1) a Xilinx Zynq 7020
SoC, comprising reconfigurable logic and a dual-core ARM
Cortex-A9 processor connected through an AMBA 3 (AXI)
link, making it a particularly interesting prototyping platform
for developing mobile biochip systems, as stated in [29];
2) a Kontron Microspace MSMST single-board computer
composed of an Altera Arria II GX FPGA (EP2AGXE6XX)
and an Intel Atom E665C connected through a 4× PCIe
Gen 1 link; and 3) a personal computer composed of a Xilinx
Virtex 7 FPGA (XC7VX485T) connected to an Intel Core
i7 3820 through an 8× PCIe Gen 2 link. The synthesis and
place-&-route for the FPGAs were performed using Xilinx
ISE 14.4 and Altera Quartus II v12.0. Accurate clock cycle
measurements of the required time to execute each biological
sequences analysis in the proposed platform was achieved
using Modelsim SE 10.0b. On the Intel Core i7, cycle accurate
measurements were obtained using the precision approach path
indicator (PAPI) library to read the processor performance
counters. For the Intel Atom and ARM Cortex-A9, the system
timing functions were used to determine the total execution
time of the DNA sequence alignment. To improve the mea-
surement accuracy, several repetitions of the same alignment
were done. The obtained values were subsequently divided by
the number of repetitions and the processor clock frequency.

A. Biological Benchmarking Setup

In the considered evaluation and performance analysis, the
used DNA dataset is composed of several reference sequences,
ranging from 128 to 16 384 base pairs, and a number of
query sequences, ranging from 20 to 2276 base pairs. The
reference sequences correspond to 20 indexed regions of the
Homo sapiens breast cancer susceptibility gene 1 (BRCA1
gene) (NC_000017.11). The query sequences were obtained
from a set of 22 biomarkers for diagnosing breast cancer
(DI183511.1 to DI183532.1) and a fragment, with 68
base pairs, of the BRCA1 gene with a mutation related to the
presence of a Serous Papillary Adenocarcinoma (S78558.1).

B. Required Hardware Resources and Timing Analysis

To evaluate the attained performance and the resources
overhead introduced by the proposed SIMD ISA, the original
MB-LITE processor and the proposed ASIP were implemented
on the previously referred prototyping devices, namely, the
Zynq 7020 SoC, the Arria II GX FPGA, and the Virtex-7
FPGA. For a fair comparison, the multiplier and the barrel-
shifter were deactivated in the original MB-LITE core. This
way, the proposed ASIP presents maximum operating frequen-
cies of 187, 158, and 115 MHz, on the Virtex-7, Zynq 7020,
and Arria II GX devices, respectively.

The left chart of Fig. 9 presents, for both the MB-
LITE and the ASIP core on the Zynq SoC, the hardware
resources and the maximum operating frequencies. As it can
be observed, the number of LUTs increased approximately 5×,
mostly due to the extra logic that is required for the parallel
arithmetic operations and the additional multiplexing logic.
The number of registers and RAM/FIFO blocks duplicated
because the increase in the register size, from 32 to 128 bits,
requires the use of two block-RAMs per read-port, instead of
just one. On the other hand, the processor maximum operating
frequency decreased by about 42 MHz (21%), mostly due to
the added multiplexing logic that is required to implement
the SIMD instructions. Nonetheless, this decrease is by far
compensated by the larger than 30× increase of the ISAs
performance, as will be described in the following subsections.

The remaining charts of Fig. 9 present the hardware
resources occupied by the proposed multicore ASIP imple-
mentations. As expected, these results follow an almost linear
relation with the number of instantiated cores.
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Fig. 10. Evaluation of the offered SIMD ISA in the considered platforms
(excluding technological differences) for sequence alignment applications.
(a) Execution time (in clock cycles) and speedup variation for the alignment
of different sized query sequences in the considered execution platforms.
(b) Average number of clock cycles to perform one single cell update.

C. SIMD Instruction Set Evaluation

To assess the benefits of the SIMD ISA extension introduced
in the proposed ASIP, and to validate whether it compensates
for the additional resources and the smaller maximum operat-
ing frequency, the number of clock cycles required to execute a
DNA sequence alignment procedure was accurately measured.
Furthermore, the proposed architecture was also validated
by comparing it against the three distinct superscalar GPPs:
1) the Intel Atom E665C processor, which is capable of dual
instruction issue with in-order execution; 2) the ARM Cortex-
A9 processor, which is capable of dual instruction issue with
out-of-order and speculative execution; and 3) the Intel Core i7
3820 processor, capable of multiple instruction issue with out-
of-order and speculative execution of up to 6 μops per clock
cycle. For this test, both the vanilla (sequential) and Farrar’s
SIMD versions of the SW algorithm were considered. The
sequence alignment code was compiled with GCC 4.6.2 (using
the corresponding back-ends) using flags −O2 (sequential
case) and −O (SIMD case), which are the most favorable
parameterizations for each case.

In Fig. 10, the speedup variation to execute the DNA
sequence alignment on the proposed ASIP and on the three
GPPs is presented. It is important to note that the measured
values presented in Fig. 10(a) correspond to the alignment to
a single reference size, since it was found that the reference
sequence size does not affect the throughput of the implemen-

tations. By analyzing the speedup columns in Fig. 10(a), it
can be observed that the proposed ISA allows the proposed
ASIP to achieve an average speedup of 37.5×. In comparison,
the ARM Cortex-A9 processor achieves an average value of
5.09×, the Intel Atom E665C an average of 18.47×, and the
Intel Core i7 3820 achieves 16.67×.

The second measurement of the ISA efficiency was con-
ducted by comparing the average number of clock cycles
required to perform a single cell update of the sequence
alignment matrix in the considered processors. These values
were obtained by dividing the total number of clock cycles (c)
by the product of the lengths of the reference and query
sequences (m and n, respectively)—c/(m × n)—and are
presented in Fig. 10(b). For the particular case of the pro-
posed ASIP, the SIMD word size was also varied. From the
presented chart, it can be concluded that, even though the
off-the-shelf Intel Atom and ARM Cortex-A9 processors can
issue two instructions per clock cycle, the proposed ASIP
offers a 2 and 2.5× speedup when compared with them,
respectively. On the other hand, the Intel Core i7 uses a
complex control structure capable of simultaneously exe-
cuting multiple instructions out-of-order (issuing up to six
micro-ops per clock cycle [23]) to achieve an average of
two instructions per cycle for the considered datasets. This
allows reducing the number clock cycles per cell update
to 1.35 (on average), which compares with a value of
1.70 cycles per cell update for the proposed ASIP (using
a 128-bit vector) issuing only one instruction per clock
cycle. Naturally, while the Intel architecture achieves a higher
instruction throughput, it does so at the expense of addi-
tional hardware resources used to control the processor.
As a consequence, and as it will be shown later in this section,
the Intel i7 processor requires more energy to perform the
same operation.

From the previous ISA evaluation, it is possible to conclude
that a simple RISC processor with the proposed set of SIMD
instructions can be very effective to execute bioinformatics
algorithms, allowing it to simultaneously fulfill both the low-
power and performance requirements of the NGS mobile
platforms [4], [10]. Furthermore, important speedups can
also be achieved by parallelizing the sequence alignment in
a multicore approach.

D. Scalability of the Multicore Processing Structure

To evaluate the performance gains of a multicore alignment
structure, the coarse-grained parallel architecture described
in Section V was implemented. All processing cores were
based on the proposed ASIP, exploiting the ISA benefits that
were presented in the previous subsection. The integrated
scratchpad and shared memories were set to an address-width
of 15 bits. To evaluate the shared bus contention, which
constrains the multicore scalability, the reference sequence
used by the alignment algorithm was stored in the shared
memory, and each processing core requests access to the
bus (once per iteration) to obtain the corresponding symbol.
All other variables were stored in the scratchpad memory of
each processing core.
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Fig. 11. Multicore processing structure performance regarding the original
MB-Lite and ASIP cores; each line in (b) corresponds to the scaling of (a),
considering the device maximum operating frequency of each individual core
configuration. (a) Clock cycle speedup variation with the number of ASIP
cores. (b) Time speedup variation with the number of ASIP cores.

Fig. 9 also presents the occupied hardware resources and
the maximum operating frequency of the multicore processing
structure for different aggregates of processing cores on dif-
ferent prototyping platforms. A maximum of eight processing
cores can be prototyped in the Zynq SoC and in the Arria II
GX FPGA due to the limitations imposed by the available
Block-RAM and logic resources, respectively. Regarding the
Virtex-7 FPGA, it has sufficient resources to implement the
32 cores of the multicore prototype system. In all cases,
the operating frequency remains practically constant as the
number of cores increases to eight. On the Virtex-7 FPGA,
the frequency has a slight reduction with the number of cores.
It can also be observed that the Zynq SoC achieves almost the
same operating frequency as the larger Virtex-7 and an almost
3× higher frequency than the Aria II GX FPGA, which mainly
results from the different technology of the latter FPGA.

Fig. 11 presents the clock cycle and the absolute time
speedups for configurations with different numbers of cores,
compared to a single 128-bit SIMD ASIP core, when
processing the considered benchmark dataset. Fig. 11(a)
depicts the architecture scalability in terms of the attained
clock cycle speedup. This analysis allows to verify the
multicore architecture scalability independently of the
implementation platform. It is possible to observe that the
speedup increases almost linearly for configurations of up to
16 cores. With additional cores, the contention in the
shared bus becomes the limiting factor, thus reducing the
effectiveness of the extra cores and resulting in a sub-linear
speedup increase. Nonetheless, when considering the SIMD
(or the sequential) implementation as reference, a maximum
clock cycle speedup of 26× (or 830×) is achieved in a
32-core configuration.

Fig. 12. Frequency, area and power scaling of the synthesized ASIC. The
bold line represents the area, while the dashed line represents the dynamic
power consumption, both in relation to the operating frequency.

Fig. 11(b) presents the achieved processing time speedup
by taking into account the maximum operating frequen-
cies obtained for the considered multicore configurations,
implemented on different technologies. When considering the
SIMD (or the sequential) implementation as the reference, the
obtained results demonstrated that a 22× (or 720×) processing
time speedup can be obtained with a 32-core implementation
of the proposed ASIP in the Virtex-7 FPGA, with a maximum
operating frequency of 157.3 MHz. Maximum processing time
speedups of 6× (or 210×) and 2× (or 70×) were obtained for
an 8-core configuration in the Zynq and Arria II GX FPGA
devices, respectively, with maximum operating frequencies of
156.4 and 54.7 MHz. The lower processing time speedup
obtained in the Arria II GX FPGA results from the significant
decrease in the system’s maximum operating frequency. Such
decrease results from the inclusion of the shared bus, which
in turn increases the amount of routing inside the FPGA.

E. ASIC Synthesis

The proposed ASIP was also synthesized using the Faraday
Standard Cell Library targeting the UMC 90-nm CMOS
process (library FSD0A_A), and an exhaustive performance
and energy evaluation was performed. Fig. 12 presents the
obtained results in terms of the total circuit area, operating fre-
quency, and dynamic power consumption for different period
constraints, from 5 ns (200 MHz) to the minimum achievable
period constraint for the 90-nm technology.

As expected, the main drawback of operating the circuit
with higher frequencies is the increase in dynamic power,
which goes from 24.2 mW (200 MHz) to a maximum of 98
mW (769 MHz) for a single core system. Despite its increase,
this power consumption response respects the low-power
requirements of autonomous NGS biochip platforms. This
is especially relevant considering that, when embedded in
a diagnosis system, the proposed ASIP may only work
during reduced amounts of time, after the sample biological
sequence is acquired and while the sequence alignment is
being performed. Therefore, the significant performance gains
provided by the proposed ASIP structure are offered with a
very small impact in terms of the power consumption of the
whole biochip platform.

Finally, the complete multicore structure was also
synthesized targeting the same 90-nm CMOS process
technology. From the synthesis results, presented in Table III
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(Section VI-F), it is possible to observe that a maximum
operating frequency of 685 MHz is attained up to a 16-core
configuration, while the 32-core configuration presents a
decrease of 16%.

F. Performance and Energy Efficiency Evaluation

Besides the presented evaluation in terms of the resulting
speedup values, several efficiency metrics are also used to
study the computational and energy efficiency of the pro-
posed multicore platform. In particular, three different met-
rics are used to characterize the multicore ASIP: 1) the
attained raw throughput; 2) the energy efficiency; and 3) the
performance-energy efficiency. These metrics were also deter-
mined for the three GPPs: 1) the Intel Atom E665C processor;
2) the ARM Cortex-A9 processor; and 3) the Intel Core i7
3820 processor. Among these, the Intel Atom and the ARM
Cortex-A9 may potentially cope with the energy constraints
of the target mobile platform, whereas the Intel Core i7 was
only considered to compare the performance achieved by the
proposed multicore platform with that of a GPP.

To compare the attained raw throughput, the CUPS metric
was adopted, which is typically used in this application
domain. This metric is based on the number of processed query
sequences (q) in all cores, the length of the query and reference
sequences (m and n, respectively), and the corresponding
runtime, (t), in seconds. Hence, the CUPS metric is obtained
as (q × m × n)/t (considering that all queries have the same
length). The obtained throughputs are shown in Fig. 13(b) and
account for the maximum operating frequency of each imple-
mentation platform for the corresponding number of cores.

As it can be concluded from Fig. 13(b), the single-core
ASIP implementations in the Xilinx FPGAs achieve through-
puts very close to those of the ARM Cortex-A9 processor.
On the other hand, the two considered Xilinx devices with an
8-core configuration and running at less than 200 MHz attain
throughputs similar to those of the Atom processor, running at
1.3 GHz. Finally, a 32-core CMOS implementation, which is
the most suited to the presented application, is able to achieve
a performance similar to that of a quad-core Intel Core i7
running at an around 5× lower clock frequency and consuming
around 230× less power [Fig. 13(a)].

An energy efficiency study was also performed using:
1) the power estimation tools of the Xilinx ISE and Quartus II
software frameworks to obtain the values for the Virtex-7
FPGA, the Zynq SoC, and the Arria II GX FPGA; 2) the
GPP thermal dissipation power (TDP) values depicted in
the corresponding data-sheets (Table II); and 3) the Intel
energy performance counters. Table III presents the obtained
power consumption for the FPGAs and the ASIC, consider-
ing the worst-case power estimation for the used hardware
resources at the maximum operating frequencies. For the
Intel Atom and the ARM Cortex-A9 GPPs, the TDP was
divided by the number of available cores in each processor,
whereas for the Intel Core i7, the performance counters
were used to accurately measure the power consumption.
In Fig. 13(a), the power consumption of the considered
platforms is presented, where the division between HPC and

Fig. 13. Multicore system performance in comparison with the embedded
ARM Cortex-A9 and Intel Atom E665C (depicted by the horizontal lines)
and the high-end Intel Core i7 3820. (a) Total Power consumption for the
embedded and HPC platforms (lower is better). (b) Raw throughput, given in
cell updates per second (CUPS) (higher is better). (c) Energy efficiency, using
the cell updates per Joule (CUPJ) metric (higher is better). (d) Performance-
Energy efficiency, using an inverted energy-delay product (EDP) metric, the
cell updates per Joule-second (CUPJS) (higher is better).

embedded platform was purposely set to include the Intel
Atom processor.

After obtaining the energy consumption, given by the prod-
uct of the execution time with the total supplied power, a
performance efficiency metric based on the number of cell
updates can be obtained to study the efficiency of the different
configurations. The adopted CUPJ metric is given by the total
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TABLE II

GPP OPERATING FREQUENCIES AND POWER ESTIMATION PARAMETERS.

POWER ESTIMATE FOR THE GPPS IS THERMAL DISSIPATION POWER

DIVIDED BY THE NUMBER OF CORES

TABLE III

POWER CONSUMPTION MEASUREMENTS FOR EACH FPGA AND ASIC

IMPLEMENTATION, WITH DIFFERENT CORE CONFIGURATIONS

number of processed cells divided by the total consumed
energy. Fig. 13(c) represents the average CUPJ evolution for
different core configurations. From these results, it is possible
to observe that the FPGA and the ASIC implementations of the
proposed multicore ASIP clearly surpass the energy efficiency
of all of the considered GPPs. It can also be ascertained that,
with configurations of up to eight cores, the energy efficiency
of the FPGA implementations increases up to a steady state
value, being the implementations on the Zynq FPGA, the
most efficient among the three. This can be explained by
the lower dynamic power values required by these configu-
rations, coupled with the exponential growth of the number of
processed cells and with the reduced shared bus contention,
as it was observed in the speedup analysis. For the Virtex-7
FPGA, it can be observed that the 16-core configuration
presents the highest energy efficiency, hence corresponding
to the best tradeoff between energy consumption, maximum
operating frequency, amount of hardware resources, number of
processed cells, and shared bus contention. As expected, the
ASIC implementation outperforms all other implementations
by a factor of over 4×.

The adopted performance-energy efficiency metric, given in
cell updates per Joule-second (CUPJS), evaluates the number
of cells each system can compute such that its corresponding
EDP is not greater than 1 Js. It can be demonstrated that this
metric is equivalent to the application of the geometric mean
CUPJS = √

CUPJ × CUPS. Fig. 13(d) depicts the calculated
performance-energy efficiency in CUPJS for the considered
platforms. By comparing only the used FPGAs, it is possible
to observe that the implementations on both Xilinx devices are
almost 4× more efficient than those on the Altera Arria II GX
FPGA. On the other hand, when comparing the performance-
energy efficiency of the low-power ARM Cortex-A9 GPPs,
it is possible to observe that its efficiency is very close to
the efficiency offered by a single-core ASIP implementation
on the Virtex-7 FPGA, only attaining a higher efficiency than

the single and 2-core ASIP implementations on the Arria II
GX FPGA (the worst, among the used FPGAs platforms).
When looking at the other low-power GPP (the Intel Atom
processor), it is possible to observe that its performance-energy
efficiency is higher than that presented by the ARM processor,
by the ASIP implementations on the Arria II GX FPGA and
by the single ASIP implementations on both Xilinx devices
(Virtex-7 and Zynq). Nevertheless, the ASIP implementations
for 4, 8, 16, and 32 cores on both Xilinx devices are capable
of achieving a much higher performance-energy efficiency.
In what concerns the Intel i7 processor, it is possible to observe
that its performance-energy efficiency is higher than that of
the ASIP implementations up to 8-cores in the FPGA devices.
Only the 16 and 32-core implementations of the ASIP on the
Virtex-7 FPGA outperform the single-core Intel i7. Finally,
the ASIC implementation of the proposed multicore ASIP
presents the highest performance-energy efficiency, for the
corresponding number of cores, among all of the considered
platforms (the single-core ASIC, providing 58 × 1012 CUPJS,
is almost 3× as efficient as the Intel Core i7 processor, with
21 × 1012 CUPJS).

In another perspective, it is also possible to compare the per-
formance of the programmable solutions with that of dedicated
hardware alignment solutions. The latter are capable of raw
throughputs as high as 67×109 CUPS [30] (higher than all of
the analyzed programmable solutions), but lack the necessary
flexibility that is highly advantageous in the targeted embedded
platforms, which address different types of analysis and bio-
markers. Thus, considering the presented results, it is possible
to conclude that the proposed multicore ASIP complies with
all the requisites to be embedded on low-power autonomous
platforms, while simultaneously providing HPC capabilities
that are usually only offered by state-of-the-art GPPs.

VII. CONCLUSION

This paper presented a new high performance and low
power ASIP architecture especially suited for DNA sequence
alignment at the biochip level. To exploit an algorithm’s fine-
grained parallelism, the proposed ASIP features an extended
SIMD ISA that, while general, is especially interesting to
bioinformatics algorithms. In the particular case of the Far-
rar’s SW implementation, the in-order single-instruction issue
implementation of the proposed SIMD ISA was able to achieve
speedups of about 2.5 and 2×, when compared with equivalent
SIMD implementations on dual-instruction issue NEON and
SSE implementations of the ARM Cortex A9 and of the Intel
Atom E665C, respectively. In fact, the obtained experimental
results show that the architecture of the proposed ASIP,
based on a single-instruction issue and a five-stage pipeline
implementation, can achieve a performance comparable to that
of an out-of-order Intel Sandy Bridge microarchitecture.

To exploit the coarse-grained parallelism model, a mul-
ticore platform was developed and prototyped on different
FPGA devices. It was demonstrated that a linear speedup
can be achieved with up to 16 processing cores, since no
relevant contention on the interconnection bus exists. When
the number of instantiated processors was further increased,
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a gradual (but expected) sub-linear behavior was observed
in the attained speedup. Nevertheless, when considering the
cumulative speedup resulting from using both the SIMD ISA
and the multicore architecture, the proposed system is capable
of achieving speedup values as high as 800×, with 32 cores.

Finally, and targeting an integrated biochip platform,
a 90-nm CMOS implementation of the proposed multicore
processing structure was considered. Experimental results
show that a performance level similar to that of an Intel
Core i7 processor can be achieved using 25× less energy.
This demonstrates the viability of the proposed system on NGS
biochip platforms.
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