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Abstract—In this paper, we introduce a design methodology to implement low-complexity and high-speed digital Finite Impulse Response (FIR) filters. Since FIR filters suffer from a large number of constant multiplications, in the proposed method the constant multiplications are replaced by addition/subtraction and shift operations. Also, based on the design objective, i.e., low-complexity or high-speed, the addition/subtraction operations are implemented using Ripple Carry Adder (RCA) or Carry-Save Adder (CSA) architectures respectively. Furthermore, high-level algorithms designed for the optimization of the number of RCA and CSA blocks are used to reduce the complexity of the FIR filter. Thus, a Computer-Aided Design (CAD) tool that synthesizes low-complexity and high-speed FIR filters in a shift-adds architecture is developed. It is observed from the experimental results on FIR filter instances that the developed CAD tool can find better FIR filter designs in terms of area and delay than those obtained using efficient general multipliers.

I. INTRODUCTION

Finite Impulse Response (FIR) filters are widely used in Digital Signal Processing (DSP) applications due to their stability and linear-phase property. The multiplier block of the FIR filter, where the multiplications of filter coefficients by the filter input are realized as illustrated in Figure 1, has significant impact on the complexity and performance of the design, since a large number of constant multiplications are required. This operation is generally known as the Multiple Constant Multiplications (MCM) and is also a central operation and has been proven to be an NP-complete problem in [11].

Although area, delay, and power efficient multiplier architectures, such as Wallace [1], modified Booth [2], and radix-2^m binary array [3] multipliers, have been proposed, the full-flexibility of a multiplier is not necessary for the constant multiplications, since filter coefficients are determined beforehand by the DSP algorithms. Hence, the multiplication of filter coefficients with the filter input is generally implemented under a shift-adds architecture [4], where each constant multiplication is realized using addition/subtraction and shifting operations.

Fig. 1. Transposed form of a digital FIR filter implementation.

Furthermore, the implementation of constant multiplications in a shift-adds architecture enables high-level algorithms [5]–[10] to obtain significant reductions in area and power dissipation of the MCM design by sharing the common partial products among the constant multiplications. In these algorithms, the optimization problem is defined as finding the minimum number of addition/subtraction operations that implement the constant multiplications, since shifts can be implemented using only wires in hardware without representing any area cost. This optimization problem is known as the MCM problem and has been proven to be an NP-complete problem in [11].

In high-level algorithms designed for the MCM problem, an adder/subtractor is assumed to be a two-input operation that is generally implemented using a Ripple Carry Adder (RCA) block yielding small area but great latency in the design of the MCM operation. On the other hand, in high-speed DSP applications, Carry-Save Adder (CSA) blocks are preferred to RCA blocks in spite of the increase in area. The CSA block has three inputs and two outputs, Sum (S) and Carry (C), that together form the result. An n-bit CSA block includes n Full Adders (FAs). Since there is no need to propagate the carry as required in an RCA block, Figure 2(a), the latency of addition is equal to the gate delay of a full adder, independently of the wordlength, Figure 2(b). Note that to obtain the final sum, a Vector Merging Adder (VMA) that can be implemented using a faster adder such as Kogge-Stone adder [12] is required.

The digital FIR filter proposed for high-speed DSP applications in [13] is illustrated in Figure 3. In this figure, each addition represents a CSA block and the filter output is obtained using only one VMA. Also, each constant multiplication is
A. Optimization of the Number of RCA Blocks

For the implementation of constant multiplications using addition/subtraction and shift operations, a straightforward way, generally known as the digit-based recoding method [19], initially defines the constants in multiplications in binary representation. Then, for each 1 in the binary representation of the constant, according to its bit position, it shifts the variable and adds up the shifted variables to obtain the result. As a simple example, suppose the constant multiplications of 29 and 43 by the variable $x$, i.e., $29x$ and $43x$. The decompositions of constant multiplications are given as follows:

$$29x = (11101)_\text{bin} = x \ll 4 + x \ll 3 + x \ll 2 + x$$

$$43x = (101011)_\text{bin} = x \ll 5 + x \ll 3 + x \ll 1 + x$$

where 6 addition operations are required as illustrated in Figure 4(a). To further improve the solution, one can also define the constants under Canonical Signed Digit (CSD) representation, where each constant has a unique representation with the minimum number of non-zero digits [20].

However, the digit-based recoding techniques do not consider the sharing of partial products among the constant multiplications that may yield an MCM design with less number of operations. The algorithms that aim to maximize the partial product sharing in MCM can be categorized in two classes: Common Subexpression Elimination (CSE) algorithms [5]–[7] and graph-based (GB) methods [8]–[10]. The CSE algorithms, also referred to as the pattern search methods, initially define the constants under a number representation, namely binary, CSD, or Minimal Signed Digit (MSD), and then, recursively find the “best” subexpression, generally the most common, among the constant multiplications. The exact CSE algorithm [7], that formulates the MCM problem as a 0-1 Integer Linear Programming (ILP) problem, first finds all possible implementations of the constant multiplications when constants are defined under a particular number representation and then, obtains the minimum number of operations solution using a generic 0-1 ILP solver. Returning to our example, the exact CSE algorithm of [7] identifies the most common partial products, $3x = (11)_\text{bin}x$ and $5x = (101)_\text{bin}x$, in both multiplications when the constants are defined in binary, obtaining a solution with 4 operations as given in Figure 4(b).

On the other hand, the GB algorithms are not limited to any particular number representation and consider a large number of alternative implementations of a constant multiplication, yielding better solutions than the CSE algorithms as shown in [9], [10]. The prominent GB heuristics [8], [9] consist of optimal and heuristic parts. In the optimal part, the constant multiplications that can be realized using a single operation are synthesized. If there are still constant multiplications to be implemented, then these algorithms switch to their heuristic parts, where in each iteration, a constant multiplication is synthesized using a single operation including a partial product. The exact GB algorithms that search the minimum number of operations solution in breadth-first and depth-first manners were proposed in [10]. For our example, the exact GB algorithm [10] finds
the minimum number of operations solution with 3 operations as presented in Figure 4(c).

Note that optimizing the number of operations in MCM directly corresponds to finding a solution with the minimum number of RCA blocks, since each addition/subtraction operation is synthesized using a single RCA block.

B. Optimization of the Number of CSA Blocks

In many designs, particularly in DSP systems, performance is an important and a crucial parameter. Hence, circuit area is generally expandable in order to achieve a given performance target. In this work, the delay of the FIR filter design is reduced by using CSA blocks for the implementation of constant multiplications in the multiplier block and for the implementation of addition operations used in computation of the filter output as illustrated in Figure 3.

The direct way of implementing constant multiplications with CSA blocks is again to apply a digit-based recoding method [19]. Returning to our constant multiplications 29x and 43x, the representation of constants in binary leads to a solution with 4 CSA blocks as given in Figure 5(a). The prominent algorithms proposed for the problem of finding the fewest number of CSA blocks in MCM can be again categorized in two classes as CSE and GB algorithms. The CSE heuristic of [15] initially defines the constant multiplications in expressions and then, iteratively extracts all possible three-term divisors from the expressions, finds the best divisor, i.e., the most common divisor, among these divisors, and redefines the expressions by replacing the best divisor in the expressions with two terms, i.e., sum and carry outputs of a CSA block.

The exact CSE algorithm of [16] formalizes the problem as a 0-1 ILP problem and finds the minimum number of CSA blocks solution when the possible CSA implementations of a constant multiplication are extracted from the number representation of the constant. For the implementation of constant multiplications 29x and 43x, the exact CSE algorithm [16] finds a solution with 3 CSA blocks as illustrated in Figure 5(b) when constants are defined under binary representation.

An approximate algorithm that considers more possible implementations of the constant multiplications using the general number (GN) representation than the exact CSE algorithm of [16] was also proposed in [16]. Due to the larger search space, the approximate algorithm generally obtains better solutions than the exact CSE algorithm. The GB algorithm of [14] includes optimal and heuristic parts. In the optimal part, the constant multiplications that can be implemented using one CSA block are synthesized. If there exist unrealized constant multiplications, then in each iteration of the heuristic part, an unrealized constant multiplication is synthesized with two CSA blocks or with its minimum number of CSA block implementation obtained from [21] by including partial products.

III. THE CAD TOOL

In this section, we introduce the CAD tool designed for the implementation of low-complexity and high-speed digital FIR filters. The FIR filter design process includes three main steps: i) Obtaining the solutions of high-level algorithms designed for the optimization of the number of RCA or CSA blocks in the multiplier block of the FIR filter based on the design objective; ii) Defining the FIR filter in a synthesizable description format using the optimized multiplier block obtained by the high-level algorithms; iii) Synthesizing the FIR filter at gate-level by mapping the synthesizable description in a sequential circuit.

In the first step of the design process, for the design of low-complexity and high-speed FIR filters, the multiplier block of the FIR filter is optimized in terms of the number of RCA and CSA blocks by a high-level algorithm described in Section II-A and II-B, respectively.

In the second and third steps of the design process, an interpreter is used to define the digital FIR filter in a synthesizable description format and synthesize the filter at gate-level. The interpreter takes the solution of a high-level algorithm (i.e., a set of RCA or CSA blocks that generates the multiplications of filter coefficients with the filter input), the set of filter coefficients, and the bit-width of the filter input as inputs. Then, it generates the description of the digital FIR filter with the multiplier block optimized for the number of RCA or CSA blocks and with the registers and addition operations required to compute the filter output.

1Recall that a CSA block has three inputs and two outputs, S and C, and these outputs together indicate the result.
A. Design of the FIR Filter using RCAs

In this case, the multiplications of filter coefficients with the filter input are implemented with partial products that are generated using RCAs. Initially, each addition/subtraction operation in the solution of the high-level algorithm is defined as \( \text{out}_i = r_i \times \text{in}_{i1} + l_i \times \text{in}_{i2} \), where \( r_i \) and \( l_i \) denote the amount of right and left shifts respectively. Each addition/subtraction operation implementing a constant multiplication is described in the RCA architecture as given in [22]. Then, each filter coefficient is defined as \( h_j = \pm \text{out}_k \times l_k \).

As can be also observed from Figure 1, for the first coefficient multiplication, we include a register block whose input is the first filter coefficient multiplication. Then, for each filter coefficient multiplication except the last one, we describe an adder block to sum the output of the previous register with the filter coefficient multiplication and a register block to store the current sum. For the last filter coefficient multiplication, we only need to include an adder block. Hence, the output of the last adder block determines the filter output.

B. Design of the FIR Filter using CSAs

In this case, the multiplier block of the FIR filter is implemented with partial products that are generated using CSAs. Initially, the interpreter obtains the implementations of constant multiplications from the solution of the high-level algorithm. Then, it finds the inputs of the CSAs blocks with the minus sign and generates the 2’s complement of the partial product by inverting both the sum and carry parts of the product and adding them together with 1 using a single CSA. Then, the implementation of CSA blocks generated for the partial products and the filter coefficient multiplications in the multiplier block of the FIR filter is realized. If a CSA block that implements a constant multiplication has a minus signal in one of its inputs (both sum and carry always have the same signal, but the other input does not need to have the same signal), the associated negated input is used. Finally, the outputs of the multiplier block are defined from the filter coefficients.

After the multiplier block of the filter is described, the filter output is obtained as illustrated in Figure 3. In this case, two CSA blocks are used to add the filter coefficient multiplication with the previous sum and carry results and two registers are used to store the sum and carry parts of the current result. The filter output is obtained with the VMA block where the outputs of the final registers are added together using a Kogge-Stone adder [12]. The Kogge-Stone adder is used in order to speed-up the carry calculation, since this block represents a bottleneck in the performance of the filter. The Kogge-Stone adder is a parallel-prefix adder and this structure appears as a good alternative, because it introduces a prefix network with a minimal fan-out of an unit at each node. However, the reduction of logic depth is achieved at cost of more area.

C. Mapping the FIR Filter at Gate-Level

In the third step of the design process, after the FIR filter is defined in BLIF, the SIS tool is used to map the filter using a gate-library and to obtain the area and delay results of the filter at gate-level. In the technology mapping process, while the FIR filter using RCA blocks is synthesized under the minimum area design strategy, the FIR filter using CSA blocks is mapped under the minimum delay design strategy. Finally, the power dissipation in the FIR filter is determined using the Switch Level Simulator (SLS) tool [23].

IV. EXPERIMENTAL RESULTS

In this section, we present the results of high-level algorithms designed for the optimization of the number of RCA and CSA blocks in the multiplier block of the FIR filter and give the gate-level area, delay, and power dissipation results of filters obtained by the CAD tool. Also, we introduce the gate-level results of FIR filters when their multiplier blocks are realized using radix-8 array [3] and Mullet [18] multipliers.

As an experiment set, we used FIR filter instances\(^3\) where filter coefficients were computed with the remez algorithm in MATLAB. The specifications of filters are presented in Table I where \( \text{pass} \) and \( \text{stop} \) are normalized frequencies that define the passband and stopband respectively, \#\( \text{tap} \) is the number of filter coefficients, and \( \text{width} \) is the bit-width of the coefficients.

The results of high-level algorithms are given in Table II, where \#\( \text{RCA} \), \#\( \text{CSA} \), and \#\( \text{step} \) denote the number of RCA blocks, the number of CSA blocks, and the maximum number of operations in series, generally known as the number of adder-steps, respectively. Also, \( \text{CPU} \) presents the CPU time required for the high-level algorithms to obtain their solutions on a PC with Intel Xeon at 2.33GHz and 4GB of memory. Note that the results of the exact CSE algorithms [7], [16] were obtained when the filter coefficients were defined under MSD representation. In the CSE heuristic [15] and the approximate algorithm [16], the filter coefficients were defined under CSD and general number (GN) representation respectively.

As can be observed from Table II, the exact GB algorithm [10] obtains significantly better solutions than the exact CSE algorithm [7] in terms of the number of RCA blocks. This is simply because the GB algorithm is not restricted to any particular number representation and considers a larger number of alternative implementations than the CSE algorithms, increasing the possible sharing of partial products. On the other hand, the approximate algorithm of [16] that considers the filter coefficients under general number representation finds similar or better solutions in terms of the number of CSA blocks, obtaining better solutions on overall FIR filter instances, than the heuristic [15] and exact [16] CSE algorithms.

\(^3\)The FIR filter instances are available at http://algos.inesc-id.pt/multicon.

<table>
<thead>
<tr>
<th>Filter</th>
<th>pass</th>
<th>stop</th>
<th>#tap</th>
<th>width</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.10</td>
<td>0.25</td>
<td>100</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>0.15</td>
<td>0.25</td>
<td>40</td>
<td>12</td>
</tr>
<tr>
<td>3</td>
<td>0.20</td>
<td>0.25</td>
<td>60</td>
<td>12</td>
</tr>
<tr>
<td>4</td>
<td>0.15</td>
<td>0.25</td>
<td>60</td>
<td>14</td>
</tr>
<tr>
<td>5</td>
<td>0.15</td>
<td>0.20</td>
<td>60</td>
<td>14</td>
</tr>
<tr>
<td>6</td>
<td>0.10</td>
<td>0.15</td>
<td>60</td>
<td>14</td>
</tr>
</tbody>
</table>

TABLE I

FIR FILTER SPECIFICATIONS.
design of FIR filters using RCA blocks yields low-complexity algorithms of [16] on overall instances. On the other hand, the clearly observed when the results of CSE heuristic [15] are at gate-level. The same situation generally occurs when the FIR filter results in the reduction of area of the FIR filter determined when 10,000 random input vectors were applied. The filter input was 16. Also, the power dissipation results were the filter at gate-level respectively. The denote the area, delay, and power dissipation of power (mW) area (\mu m^3), delay (ns), and power (mW); denote the area, delay, and power dissipation of the filter at gate-level respectively. The sis.genlib gate library of the SIS tool was used during the technology mapping and the gate-level results were obtained when the bit-width of the filter input was 16. Also, the power dissipation results were determined when 10,000 random input vectors were applied.

As can be observed from Tables II and III, the reduction of the number of RCA blocks in the multiplier block of the FIR filter results in the reduction of area of the FIR filter at gate-level. The same situation generally occurs when the number of CSA blocks is reduced in the multiplier block of the FIR filter by the high-level algorithms, as can be clearly observed when the results of CSE heuristic [15] are compared with the results of the exact CSE and approximate algorithms of [16] on overall instances. On the other hand, the design of FIR filters using RCA blocks yields low-complexity implementations compared to the FIR filter designs using CSA blocks. In this case, the area improvement on overall instances between the results of the exact GB algorithm [10] and the CSE heuristic [15] is 55.6%. However, the design of FIR filters using CSA blocks leads to high-speed implementations with respect to FIR filter designs using RCA blocks. In this case, the delay improvement on overall instances between the CSE heuristic [15] and the exact CSE algorithm [7] is 77.6%. Although one can easily tune on the traditional tradeoff between area and delay of the design during the technology mapping, we observed that the delay results of FIR filter designs using CSA blocks were always better than those of designs using RCA blocks mapped under the minimum delay design strategy and the area results of FIR filter designs using RCA blocks were always better than those of designs using CSA blocks mapped under the minimum area design strategy.

Table IV presents the gate-level area, delay, and power dissipation results of FIR filters using general multipliers. The sis.genlib gate library of the SIS tool was used during the technology mapping and the gate-level results were obtained when the bit-width of the filter input was 16. Also, the power dissipation results were determined when 10,000 random input vectors were applied.

As can be observed from Tables II and III, the reduction of the number of RCA blocks in the multiplier block of the FIR filter results in the reduction of area of the FIR filter at gate-level. The same situation generally occurs when the number of CSA blocks is reduced in the multiplier block of the FIR filter by the high-level algorithms, as can be clearly observed when the results of CSE heuristic [15] are compared with the results of the exact CSE and approximate algorithms of [16] on overall instances. On the other hand, the design of FIR filters using RCA blocks yields low-complexity implementations compared to the FIR filter designs using CSA blocks. In this case, the area improvement on overall instances between the results of the exact GB algorithm [10] and the CSE heuristic [15] is 55.6%. However, the design of FIR filters using CSA blocks leads to high-speed implementations with respect to FIR filter designs using RCA blocks. In this case, the delay improvement on overall instances between the CSE heuristic [15] and the exact CSE algorithm [7] is 77.6%. Although one can easily tune on the traditional tradeoff between area and delay of the design during the technology mapping, we observed that the delay results of FIR filter designs using CSA blocks were always better than those of designs using RCA blocks mapped under the minimum delay design strategy and the area results of FIR filter designs using RCA blocks were always better than those of designs using CSA blocks mapped under the minimum area design strategy.

Table IV presents the gate-level area, delay, and power dissipation results of FIR filters using general multipliers. The sis.genlib gate library of the SIS tool was used during the technology mapping and the gate-level results were obtained when the bit-width of the filter input was 16. Also, the power dissipation results were determined when 10,000 random input vectors were applied.
CSA blocks, in the design of the multiplier block of the FIR filter using general multipliers, we initially convert the filter coefficients to positive and odd numbers and then, implement the filter coefficient multiplications without a repetition. Thus, the number of required multipliers in the multiplier block of the FIR filter is equal to the number of unrepeatable positive and odd filter coefficients denoted by \#mul in the last column of Table IV. In order to find out the pareto-optimal points of the design and compare the FIR filter designs with those given in Table III, we present the gate-level design results of FIR filters when they are mapped under both minimum area and delay design strategies. Note that the redundancy in the general multipliers implementing the multiplications of constant filter coefficients with the filter input is removed during the technology mapping. The experimental settings used in the design of these FIR filters are the same as those used in the design of the FIR filters given in Table III.

As can be easily observed from Tables III and IV, under the minimum area design strategy, the design of FIR filters using RCA blocks yields FIR filter designs with significantly better area and also delay results than those obtained using all kind of multipliers given in Table IV on overall instances. On the other hand, under the minimum delay design strategy, the design of FIR filters using CSA blocks yields better delay designs with respect to FIR filter designs obtained using each type of multiplier given in Table IV. Also, this design methodology yields better area designs than FIR filters whose multiplier block is designed using radix-8 array multipliers on overall instances. Furthermore, observe from Tables III and IV that the use of shift-adds architecture in the design of FIR filters and the use of high-level algorithms for the optimization of the number of RCA and CSA blocks lead to low-power digital FIR filter designs.

V. Conclusions

In this paper, we introduced a CAD tool that can synthesize low-complexity and high-speed digital FIR filters based on a design objective. The most crucial property of the tool is that in the implementation of the multiplier block of the filter, it replaces each multiplication by a constant with addition/subtraction and shifting operations. While the low-complexity design of the filter is realized using RCA blocks, the high-speed design of the filter is achieved using CSA blocks. Furthermore, to reduce the complexity of the design, the developed CAD tool incorporates high-level algorithms that find a solution with the minimum number of RCA or CSA blocks required to generate the filter coefficient multiplications. It is observed that while the use of RCA blocks leads to a low-complexity filter design, the use of CSA blocks yields a high-speed filter. Also, the use of high-level algorithms in the design of the multiplier block has significant impact on the complexity of the filter. It is shown that the proposed design methodology yields low-complexity and high-speed FIR filters with respect to those whose multiplier blocks are designed using general multipliers.
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