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A B S T R A C T

This article addresses the multiplication of one data sample with multiple constants using addition/subtraction and shift operations, i.e., the multiple constant multiplications (MCM) operation. In the last two decades, many efficient algorithms have been proposed to implement the MCM operation using the fewest number of addition and subtraction operations. However, due to the NP-hardness of the problem, almost all the existing algorithms have been heuristics. The main contribution of this article is the proposal of an exact depth-first search algorithm that, using lower and upper bound values of the search space for the MCM problem instance, finds the minimum solution consuming less computational resources than the previously proposed exact breadth-first search algorithm. We start by describing the exact breadth-first search algorithm that can be applied on real mid-size instances. We also present our recently proposed approximate algorithm that finds solutions close to the minimum and is able to compute better bounds for the MCM problem. The experimental results clearly indicate that the exact depth-first search algorithm can be efficiently applied to large size hard instances that the exact breadth-first search algorithm cannot handle and the heuristics can only find suboptimal solutions.

1. Introduction

In several computationally intensive Digital Signal Processing (DSP) operations, such as Finite Impulse Response (FIR) filters as illustrated in Fig. 1 and Fast Fourier Transforms (FFT), the same input is multiplied by a set of constant coefficients, an operation known as multiple constant multiplications (MCM). The MCM operation is a central operation and performance bottleneck in many applications such as, digital audio and video processing, wireless communication, and computer arithmetic. Hence, hardware dedicated architectures are the best option for maximum performance and minimum power consumption.

In hardware, the constant multiplications are generally realized using addition/subtraction and shifting operations in the shifts-add architecture [1] due to two main reasons: (i) the design of a multiplication operation is expensive in terms of area, delay, and power consumption. Although the relative cost of an adder and a multiplier in hardware depends on the adder and multiplier architectures, note that a \( k \times k \) array multiplier has \( k^2 \) times the area and twice the latency of the slowest ripple carry adder; (ii) the constants to be multiplied in the MCM operation are determined by the DSP algorithms beforehand. Hence, the full-flexibility of a multiplier is not required in the implementation of the MCM operation. Thus, since shifts are free in terms of hardware, the MCM problem is defined as finding the minimum number of addition/subtraction operations that implement the constant multiplications and has been proven to be an NP-hard problem in [2].

The multiple constant multiplications also allow for a great reduction in the number of operations, consequently in area and power dissipation of the MCM design, when the common partial products are shared among different constant multiplications. As a small example, suppose the constant multiplications 11x and 13x as given in Fig. 2a. The shift-adds implementations of constant multiplications are presented in Fig. 2b–c. Observe that while the multiplierless implementation without partial product sharing requires four operations, Fig. 2b, the sharing of partial product 9x in both multiplications reduces the number of operations to 3, Fig. 2c.

The last two decades have seen much tremendous effort on the design of efficient algorithms proposed for the MCM problem. These methods focus on the maximization of the partial product sharing and can be categorized in two classes: Common Subexpression Elimination (CSE) algorithms [3–7] and graph-based techniques [8–12]. In CSE algorithms, initially, the constants are defined under a number representation namely, binary, Canonical Signed Digit (CSD) [4], or Minimal Signed Digit (MSD) [6]. Then, all possible subexpressions are extracted from the representations of the constants and the...
of an exact depth-first search algorithm that uses the solution of the approximate algorithm, in the determination of the lower and upper bounds of the search space, and finds the minimum solution using less computational effort than the exact breadth-first search algorithm. The proposed algorithms were applied on a comprehensive set of instances including randomly generated instances and FIR filters, and compared with the previously proposed exact CSE algorithm [14] and prominent graph-based heuristics [9,12]. The experimental results clearly indicate that the exact depth-first search algorithm that explores a highly constrained search space determined by the approximate algorithm obtains the minimum solutions of the MCM instances that the exact breadth-first search algorithm finds them difficult to handle and for which all the prominent graph-based heuristics obtain suboptimal solutions.

The rest of the paper is organized as follows: Section 2 gives the background concepts on the MCM problem and Section 3 describes the exact breadth-first search algorithm. The approximate graph-based algorithm is presented in Section 4 and the exact depth-first search algorithm is introduced in Section 5. Afterwards, experimental results are presented and finally, the conclusions are given in Section 7.

2. Background

In this section, initially, we give the main concepts and the problem definition and then, we present an overview of the graph-based algorithms.

Note that since the common input is multiplied by the multiple constants in MCM, the implementation of constant multiplications is equal to the implementation of constants. For example, the constant multiplication \( 3x = (x \leq 1) + x = ((1 \leq 1) + 1)x \) can be rewritten as \( 3 = (1 \leq 1) + 1 \) by eliminating the variable \( x \) from both sides. Hereafter, this notation will be used for the sake of clarity and in this notation, we will refer to \( '1' \) and the intermediate constant to the variable that the constants are multiplied with, i.e., \( x \), and to the partial product used in the former notation respectively.

2.1. Definitions

In the MCM problem, the main operation, called A-operation in [12], is an operation with two integer inputs and one integer out-
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Fig. 3. The representation of the A-operation in a graph.

put that performs a single addition or a subtraction, and an arbitrary number of shifts. It is defined as follows:

\[ w = A(u, v) = |(u \ll l_1) + (-1)^s(v \ll l_2)| \approx r \]

\[ = 2^lu + (-1)^s2^rv \]

(1)

where \( l_1, l_2 \geq 0 \) are integers denoting left shifts, \( r \geq 0 \) is an integer indicating the right shift, and \( s \in (0, 1) \) is the sign that denotes the addition/subtraction operation to be performed. The operation that implements a constant can be represented in a graph where the vertices are labeled with constants and the edges are labeled with the sign and shifts as illustrated in Fig. 3.

In the MCM problem, it is assumed that the shifting operation has no cost, since shifts can be implemented only with wires in hardware. Also, the sign of the constant is assumed to be adjusted at some point in the design and the complexity of an adder and a subtracter is equal in hardware, although the area of an addition/subtraction operation depends on the low-level implementation issues as described in [18]. Thus, in the MCM problem, only positive and odd constants are considered. Observe from Eq. (1) that in the implementation of an odd constant considering any two odd constants at the inputs of an A-operation, one of the left shifts, \( l_1 \) or \( l_2 \), is zero and \( r \) is zero, or both \( l_1 \) and \( l_2 \) are zero and \( r \) is greater than zero. When finding an operation to implement a constant, it is necessary to constrain the number of left shifts, otherwise a constant can be implemented in infinite ways. As shown in [9], it is sufficient to limit the shifts by the maximum bit-width of the constants to be implemented, i.e., \( bw \), since allowing larger shifts does not improve the solutions obtained with the former limits. In the algorithms introduced in this paper and also, in the graph-based algorithm of [12], the number of shifts is allowed to be at most \( bw + 1 \). With these considerations, the MCM problem [12] can be also defined as follows:

Definition 1 (The MCM problem). Given the target set, \( T = \{r_1, \ldots, r_m\} \subset N \), including the positive and odd unrepresented target constants to be implemented, find the smallest ready set \( R = \{r_0, r_1, \ldots, r_m\} \) with \( T \subset R \) such that for all \( r_k \) with \( 1 \leq k \leq m \), there exist \( r_i, r_j \) with \( 0 \leq i, j < k \) and an A-operation \( r_k = A(r_i, r_j) \).

Hence, the number of operations required to be implemented for the MCM problem is \(|R| - 1\) as given in [12]. Thus, to find the minimum number of operations solution of the MCM problem, one has to find the minimum number of intermediate constants such that all the constants, target and intermediate, are implemented using a single A-operation where its inputs are ‘1’, intermediate, or target constants and the MCM implementation is represented in a directed acyclic graph.

2.2. Related work

For the single constant multiplication problem, an exact algorithm that finds the minimum number of required operations for a constant up to 12 bits was introduced in [22] and it was extended up to 19 bits in [23].

For the MCM problem, four algorithms, ‘add-only’, ‘add/subtract’, ‘add/shifting’, and ‘add/subtraction/shift’, were proposed in [8]. The ‘add/subtract/shift’ algorithm of [8] was modified in [9], called BHM, by extending the possible implementations of a constant, considering only odd numbers, and processing constants in order of increasing single coefficient cost that is evaluated by the algorithm of [22]. A graph-based algorithm, called RAG-n, was also introduced in [9]. RAG-n has two parts: optimal and heuristic. In the optimal part where the initial ready set includes only ‘1’, each target constant that can be implemented using a single A-operation whose inputs are in the ready set are found and removed from the ready set to the ready set. If there exist unimplemented element(s) left in the target set, the algorithm switches to the heuristic part. In this iterative part of the algorithm, intermediate constants are added to the ready set to implement the target constants. RAG-n initially chooses a single unimplemented target constant with the smallest single coefficient cost evaluated by the algorithm of [22] and then, synthesizes it with a single operation including one(two) intermediate constant(s) that has(have) the smallest value among the possible constants. However, observe that since the intermediate constants are selected for the implementation of a single target constant in each iteration, the intermediate constants chosen in previous iterations may not be shared for the implementation of not-yet synthesized target constants in later iterations, thus yielding a local minimum solution. To overcome this limitation, the graph-based heuristic of [12], called Hcub, includes the same optimal part of RAG-n, but uses a better heuristic that considers the impact of each possible intermediate constant on the not-yet synthesized target constants. In each iteration, for the implementation of a single target constant, Hcub chooses a single intermediate constant that yields the best cumulative benefit over all unimplemented target constants. It is shown in [12] that Hcub obtains significantly better results than BHM and RAG-n.

We make two general observations on a heuristic algorithm designed for the MCM problem. In these observations, \(|T|\) denotes the number of elements of the target set to be implemented, i.e., the lowest bound on the number of required operations.

Lemma 1. If a heuristic algorithm finds a solution with \(|T|\) operations, then the found solution is minimum.

In this case, no intermediate constant is required to implement the target constants. Since the elements of the target set cannot be synthesized using less than \(|T|\) operations as shown in [9], then the found solution by the heuristic algorithm is the minimum solution.

Lemma 2. If a heuristic algorithm that includes an optimal part as RAG-n and Hcub finds a solution with \(|T| + 1\) operations, then the found solution is minimum.

In this case, only one intermediate constant is required to implement the target constants. If the heuristic algorithm cannot find a solution in the optimal part, then it is obvious that at least one intermediate constant is required to find the minimum solution. So, if the found solution includes \(|T| + 1\) operations, then it is the minimum solution.

Observe that while the case described in Lemma 1 is general for all algorithms designed for the MCM problem, the case described in Lemma 2 is valid for all algorithms that include an optimal part as RAG-n and Hcub. Note that the RAG-n and Hcub algorithms cannot determine their solutions as minimum if the obtained solutions include the number of operations more than the number of target constants to be implemented plus 1. Because, in this case, the target and intermediate constants are synthesized once at a time in the heuristic parts of the algorithms.

Furthermore, we note that the solution found by a heuristic algorithm can be also determined as minimum if the number of operations in its solution is equal to the lower bound of the MCM problem instance determined by the formula given in [24].
3. The exact breadth-first search algorithm

As described in Section 2.1, the MCM problem is to find the minimum number of intermediate constants such that each target and intermediate constant can be implemented with an operation as given in Eq. (1) where \(u\) and \(v\) are ‘1’, target, or intermediate constants. This section presents an exact algorithm [20] that finds the target constants, as given in Eq. (1) where \(v\) is the minimum number of intermediate constants such that each target and intermediate constant can be implemented with an operation of minimum number of intermediate constants and therefore, the minimum number of operations solution, by exploring all possible intermediate constant combinations in a breadth-first manner.

3.1. The implementation

In the preprocessing phase of the algorithm, as described in Section 2.1, the target constants are made positive and odd, and added to the target set, \(T\), without repetition. The maximum bit-width of the target constants, \(bw\), is determined. In the main part of the exact algorithm given in Algorithm 1, the ready set that includes the minimum number of elements is computed.

Algorithm 1. The exact breadth-first search algorithm. The algorithm takes the target set, \(T\), including target constants to be implemented and returns the ready set, \(R\), with the minimum number of elements including ‘1’, target, and intermediate constants.

### BFSearch \((T)\)

1: \(R \leftarrow \{1\}\)
2: \((R, T) \leftarrow \text{Synthesize}(R, T)\)
3: if \(T = \emptyset\) then
4: return \(R\)
5: else
6: \(n = 1. \ W_R \leftarrow R, \ W_T \leftarrow T\)
7: while \(1\) do
8: \(m = n. \ X_R = W_R, \ X_T = W_T\)
9: \(n = 0. \ W_R = W_T = |\)
10: for \(i = 1\) to \(m\) do
11: for \(j = 1\) to \(2^{bw+1} - 1\) step \(2\) do
12: if \(j \neq X_R \land j \neq X_T\) then
13: \((A, B) = \text{Synthesize}(X_R, (j))\)
14: if \(B = \emptyset\) then
15: \(n = n + 1\)
16: \((W_{A,}, W_{T,}) = \text{Synthesize}(A, X_T)\)
17: if \(W_{T,} = 0\) then
18: return \(W_R\)

### Synthesize \((R, T)\)

1: repeat
2: isadded = 0
3: for \(k = 1\) to \(|T|\) do
4: if \(t_k\) can be synthesized with the elements of \(R\) then
5: isadded = 1
6: \(R \leftarrow R \cup \{t_k\}\)
7: \(T \leftarrow T \setminus \{t_k\}\)
8: until isadded = 0
9: return \((R, T)\)

In the BFSearch, initially, the ready set including only ‘1’ is formed. Then, the target constants that can be implemented using a single operation with the elements of the ready set are found iteratively and removed to the ready set using the Synthesize function. If there exist element(s) in the target set, the intermediate constants to be added to the ready set are considered exhaustively in the infinite loop, line 7 of the algorithm, until there is no element left in the target set. The infinite loop starts with the working array of ready and target sets \(W_R\) and \(W_T\), i.e., the ready and target sets obtained on the line 2 of the algorithm. Note that the size of the array \(W\) that includes the ready and target sets as a pair of elements is denoted by \(n\). In the infinite loop, another working array \(X\) is assigned to the array \(W\) and its size is represented by \(m\). Then, for each ready set of the array \(X\), all possible intermediate constants are found. Each intermediate constant is added to the associated ready set, and a new ready set is formed. The possible intermediate constants are determined as the positive and odd constants that are not included in the current ready and target sets, \(X_R\) and \(X_T\), and can be implemented with the elements of the current ready set, as given on the lines 11–14. Note that there is no need to consider the intermediate constants that cannot be implemented with the elements of the current ready set, since all these constants are considered in other ready sets due to the exhaustiveness of the algorithm. When a possible intermediate constant is found, the implications of the possible intermediate constant with the elements of the ready set \(X_R\) on the target set \(X_T\) are determined by the Synthesize function and the modified ready and target sets are stored to the array \(W\) as a new pair, line 16 of the algorithm. Observe from lines 17–18 of the algorithm that when there is no element left in a target set, the minimum number of operations solution is obtained with the associated ready set.

We note that although it is not stated in Algorithm 1 for the sake of clarity, we avoid from the duplicate intermediate constant combinations by considering the intermediate constants in a sequence.

As a small example, suppose the target set \(T = \{307, 439\}\). The iterations in the infinite loop of the BFSearch algorithm are sketched in Fig. 4 indicating the working array \(W\) with ready and target sets. In this figure, the edges labeled with the intermediate constants represent the inclusions of constants to the ready set. In the first iteration, the intermediate constants that can be implemented using a single operation with the ready set \(R = \{1\}\), i.e., \(3, 5, 7, 9, 15, 17, 31, 33, 63, 65, 127, 129, 511, 513, 1023\), are computed. However, all the possible one intermediate constant combinations, i.e., \(\{1, 3\}, \{1, 5\}, \ldots, \{1, 1023\}\), cannot synthesize all the target constants. Then, in the second iteration, the two intermediate constant combinations are considered. Observe that all the target constants are synthesized when the intermediate constant 55 is added to the ready set \(R = \{1, 63\}\).

After the ready set with the minimum number of intermediate constants is computed, the final implementation is obtained by synthesizing each target and intermediate constant using a single
operation. Fig. 5a presents the solution of the BFSearch algorithm. Also, the solution of Hcub is given in Fig. 5b. Observe that since Hcub synthesizes the target constants iteratively by including intermediate constants, the intermediate constants chosen for the implementation of target constants in previous iterations may not be shared in the implementation of target constants in later iterations.

Hence, we can make the following observation on the BFSearch algorithm.

**Lemma 3.** The solution obtained by the BFSearch algorithm yields the minimum number of operations solution.

If the BFSearch algorithm returns a solution on the line 4 of the algorithm, then no intermediate constant is required to implement the target constants. Similar to the conclusion drawn in Lemma 1, each target constant can be implemented using a single operation whose inputs are ‘1’ or target constants as ensured by the Synthesize function and the number of required operations to implement the target constants is \(|T|\).

If the BFSearch algorithm returns a solution on the line 18 of the algorithm, then intermediate constants are required to implement the target constants. In this case, the number of required operations to implement the target constants is \(|T|\) plus the number of intermediate constants. Because each element of the ready set, except ‘1’, is guaranteed to be implemented using a single operation by the Synthesize function and all possible intermediate constant combinations are explored exhaustively in a breadth-first manner, the obtained ready set yields the minimum number of operations solution.

### 3.2. Complexity analysis

The complexity of the BFSearch algorithm depends on both the number of considered ready sets in each iteration, i.e., \(n\) in the Algorithm 1, and the maximum bit-width of the target constants, i.e., \(bw\), since the number of considered intermediate constant combinations increases as \(bw\) increases. Table 1 presents the maximum number of ready sets exploited by the BFSearch algorithm including up to four intermediate constants for a single target constant in between 10 and 14 bit-width. The worst case values given in Table 1 were observed from the BFSearch algorithm during the search for the minimum number of operations solutions of the single constants. The exponential growth of the search space can be clearly observed when the number of iterations increases. This is simply because, the inclusion of an intermediate constant to a ready set in the current iteration increases the number of possible intermediate constants to be considered in the next iteration.

Note that the maximum number of considered intermediate constant combinations in finding the minimum solutions of the single constants under the same bit-width may be different. For example, the constant 833 in 10 bit-width can be implemented using three operations, \(3 = (1 \ll 2) - 1, 13 = (3 \ll 2) + 1, \) and \(833 = (13 \ll 6) + 1\) with two intermediate constants, i.e., 3 and 13. However, the constant 981 defined under the same bit-width requires four operations, \(3 = (1 \ll 2) - 1, 5 = (1 \ll 2) + 1, 43 = (5 \ll 3) + 3, \) and \(981 = (1 \ll 10) - 43, \) thus with three intermediate constants, 3, 5, and 43. In the former case, the maximum number of considered intermediate constant combinations is \(19 + 648 = 667\) and in the latter case, this value is \(19 + 648 + 30428 = 31095\). Also, we note that the minimum number of operations solution for a single constant is generally obtained using much less considerations than the worst case.

Observe that there are cases where the existence of multiple constants may reduce the complexity of the search space. For example, consider the target constants 43 and 981. In this case, there is no need to try all the three intermediate constant combinations, since the two intermediate constant combination \([3,5]\) yields the minimum solution. Therefore, the values of the target constants in an MCM instance determine the complexity of the search space to be explored, that directly effects the performance of the algorithm. However, we observe that the BFSearch algorithm can obtain the minimum solutions for some MCM instances in a reasonable time. These instances require, in general, less than four intermediate constants to generate all the target constants.

### 4. The approximate graph-based algorithm

As can be observed from Section 3.2, there are still some complex MCM problem instances for which the BFSearch algorithm cannot find the minimum solution in a reasonable time. Hence, heuristic algorithms that find solutions close to the minimum and better solutions than those of the previously proposed prominent heuristics are always indispensable.

In this section, we present an approximate graph-based algorithm [21] that is based on the BFSearch algorithm. Similarly to the exact algorithm, we compute all possible intermediate constants that can be synthesized with the current set of implemented constants in each iteration. But, to cope with more complex instances, we select a single intermediate constant that synthesizes the largest number of target constants, and continue the search with the chosen constant. By doing so, we reduce the search space by selecting the “best” intermediate constant at each search level, as opposed to keeping all the valid possibilities until the minimum solution is found. Observe that the approach of the approximate
Algorithm 2. The approximate graph-based algorithm. The algorithm takes the target set, \( T \), including target constants to be implemented and returns the ready set, \( R \), that includes ‘1’, target, and intermediate constants.

```plaintext
Algorithm 2
1: \( R \leftarrow \{1\} \)
2: \( (R, T) \leftarrow \text{Synthesize}(R, T) \)
3: if \( T = \emptyset \) then
4: \( \text{return } R \)
5: else
6: \( \text{while } 1 \text{ do} \)
7: \( \text{for } j = 1 \text{ to } 2^{bw+1} - 1 \text{ step } 2 \text{ do} \)
8: \( \text{if } j \notin R \text{ and } j \notin T \)
9: \( (A, B) \leftarrow \text{Synthesize}(R, \{j\}) \)
10: \( \text{if } B = \emptyset \) then
11: \( (A, B) \leftarrow \text{Synthesize}(A, T) \)
12: \( \text{if } B = \emptyset \)
13: \( A \leftarrow \text{RemoveRedundant}(A) \)
14: \( \text{return } A \)
15: \( \text{else} \)
16: \( \text{cost}_j = \text{EvaluateCost}(B) \)
17: \( \text{Find the intermediate constant, } i_c, \text{ with the minimum cost among all possible constants } j \)
18: \( R \leftarrow R \cup \{i_c\} \)
19: \( (R, T) \leftarrow \text{Synthesize}(R, T) \)

```

EvaluateCost(\( B \))

1: \( \text{cost} = 0 \)
2: \( \text{for } k = 1 \text{ to } |B| \text{ do} \)
3: \( \text{cost} = \text{cost} + \text{SingleCoefficientCost}(b_k) \)
4: \( \text{return } \text{cost} \)

RemoveRedundant(\( A \))

1: \( \text{for } k = 1 \text{ to } |A| \text{ do} \)
2: \( \text{if } a_k \text{ is an intermediate constant then} \)
3: \( A \leftarrow A \setminus \{a_k\} \)
4: \( (A, B) \leftarrow \text{Synthesize}(\{1\}, A) \)
5: \( \text{if } B = \emptyset \)
6: \( A \leftarrow A \cup \{a_k\} \)
7: \( \text{return } A \)

As done in the optimal part of RAG-n and Hcub, the ApproximateSearch initially forms the ready set including only ‘1’ and then, the target constants that can be implemented with the elements of the ready set using a single operation are found and removed to the ready set iteratively using the Synthesize function. If there exist unimplemented constant(s) in the target set, then in each iteration of the infinite loop, line 6 of the algorithm, an intermediate constant is added to the ready set until there is no element left in the target set. As done in the BFSearch algorithm, the ApproximateSearch algorithm considers the positive and odd constants that are not included in the current ready and target sets and can be implemented with the elements of the current ready set using a single operation as possible intermediate constants. Note that the working ready and target sets in each iteration are denoted by \( A \) and \( B \) respectively. After the possible intermediate constant is included into the working ready set, its implications on the current target set are found by the Synthesize function. If there exist unimplemented target constants in the working target set, by using the EvaluateCost function, the implementation cost of the not-yet synthesized target constants is determined in terms of the single coefficient cost computed as in (23) and is assigned to the cost value of the intermediate constant. After the cost value of each possible intermediate constant is found, the one with the minimum cost value is chosen and added to the current ready set, and the target constants that can be implemented with the elements of the updated ready set are found. The infinite loop is interrupted whenever there is no element left in the working target set, thus the solution is obtained with the working ready set. However, note that by adding an intermediate constant to the ready set in each iteration, the previously added intermediate constants can be redundant due to the recently added constant. Hence, the RemoveRedundant function is applied on the final ready set to remove redundant intermediate constants. After the ready set that consists of the fewest number of constants is obtained, each element in the ready set, except 1, are synthesized with a single operation whose inputs are the elements of the ready set.

As an example, suppose the target set \( T = \{287, 307, 487\} \). Fig. 6 presents the solutions obtained by the ApproximateSearch and Hcub algorithms. In this example, the ApproximateSearch algorithm chooses the intermediate constant 5 that can be implemented as \( 5 = (1 < 2) + 1 \) with the current ready set \( R = \{1\} \) and adds it to the ready set in the first iteration. Then, the intermediate constant 25 that can be implemented as \( 25 = 5 \times 5 + 5 \) with the current ready set \( R = \{1, 5\} \) is chosen to be included into the ready set in the second iteration. As can be observed from Fig. 6a, all the target constants are synthesized with the current ready set \( R = \{1, 5, 25\} \). As can be observed from Fig. 6a and b, the intermediate constant selection heuristic used in the ApproximateSearch algorithm (i.e., selecting the “best” intermediate constant for the implementation of the most of the target constants) may yield better solutions than the intermediate constant selection heuristic used in Hcub (i.e., selecting the “best” intermediate constant for the implementation of a single target constant taking into account the not-yet synthesized constants). We note that the solution found by the ApproximateSearch algorithm is the minimum number of operations solution, as determined by Lemma 4 given in Section 4.2 where main characteristics of the ApproximateSearch algorithm are introduced.

We also note that the removal of redundant intermediate constants is never considered in the previously proposed graph-based heuristics. Hence, their solutions may include redundant constants. For instance, consider the target constants 287 and 411 to be implemented. The solution of Hcub presented in Fig. 7a includes four operations with the intermediate constants 9 and 31. However, the intermediate constant 9 is redundant, as determined by the RemoveRedundant function, since only the intermediate constant 31 can be used to synthesize the target constants 287 and 411 as shown in Fig. 7b. We note that this is also the minimum number of operations solution for the implementation of the target constants 287 and 411 guaranteed by the exact algorithm.

4.2. The characteristics of the approximate algorithm

The observations given in Lemmas 1 and 2 are also valid for the ApproximateSearch algorithm given in Algorithm 2, since it includes the same optimal part as Hcub and RAG-n. Furthermore, the following conclusions can be drawn for the ApproximateSearch algorithm.
Lemma 4. If the ApproximateSearch algorithm finds a solution with \(|T| + 2\) operations, then the found solution is minimum.

In this case, two intermediate constants are required to implement the target constants. Note that the case described in Lemma 1 is checked on the lines 2–3 of the algorithm and the case described in Lemma 2 is explored exhaustively on the lines 7–16 of the algorithm in the first iteration. Hence, if there exist unimplemented target constants at the end of the first iteration, then the minimum solution requires at least one more intermediate constant, thus totally two intermediate constants. So, if ApproximateSearch algorithm finds a solution including \(|T| + 2\) operations, then it is the minimum solution.

It is obvious that if the ApproximateSearch algorithm finds a solution including more than \(|T| + 2\) operations, then it cannot guarantee the found solution is minimum, since all possible intermediate constant combinations including more than one constant are not explored exhaustively.

Lemma 5. If the minimum solution of an MCM instance includes up to \(|T| + 1\) operations, then the ApproximateSearch algorithm always finds the minimum solution.

For the MCM instances including \(|T|\) operations in their minimum solutions, the ApproximateSearch algorithm and also, RAG-n and Hcub, always find the minimum solution due to their optimal part.

For the MCM instances including \(|T| + 1\) operations in their minimum solutions, the ApproximateSearch algorithm always finds the minimum solution, since it considers all possible one intermediate combinations exhaustively on the lines 7–16 of the algorithm in the first iteration.

Note that for the MCM instances including \(|T| + 1\) operations in their minimum solutions, RAG-n and Hcub do not always find the minimum solution (for an example, see Fig. 7), since in this case, the solutions are obtained in their heuristic parts.

Hence, the following conclusion can be drawn from Lemma 5.

Lemma 6. If the ApproximateSearch algorithm cannot guarantee its solution as the minimum solution, then the lower bound on the minimum number of operations solution is \(|T| + 2\).

In this case, the ApproximateSearch algorithm finds a solution including more than \(|T| + 2\) operations. Since the minimum solution of the MCM instance includes greater than or equal to \(|T| + 2\) operations due to Lemma 5, the lower bound on the minimum number of operations solution is \(|T| + 2\).

On the other hand, if RAG-n and Hcub algorithms cannot guarantee the minimum solution on an MCM instance, then they implicitly state that the lower bound on the minimum number of operations solution is \(|T| + 1\).

Also, it is obvious that if the ApproximateSearch algorithm cannot guarantee the minimum solution, then the upper bound on the minimum number of operations solution is determined as the number of operations in its solution. Thus, the lower and upper bounds of the search space obtained by the ApproximateSearch algorithm can be used to direct the search in finding the minimum solution as described in the following section.

5. The exact depth-first search algorithm

The exact breadth-first search algorithm introduced in Section 3 has a main drawback: it lacks pruning techniques that reduce the search space and consequently, the required time to find the minimum solution. On the other hand, the approximate algorithm presented in Section 4 gives promising lower and upper bounds on the search space to be explored by an exact algorithm.

In this section, we introduce an exact algorithm that searches the minimum solution in a depth-first manner with the use of lower and upper bounds obtained by the approximate algorithm. In the proposed exact depth-first search algorithm, initially, a solution is found using the approximate algorithm. If the approximate algorithm can guarantee its solution as the minimum number of operations, then the search is terminated. Otherwise, the algorithm backtracks and explores other possibilities until the minimum solution is found.
operations solution, then the minimum solution is returned, otherwise the depth-first search is applied. At the end of the depth-first search, the minimum solution that is better than the solution obtained by the approximate algorithm is found or it is proved by exploring all possible intermediate constant combinations that the solution found by the approximate algorithm is, in fact, the minimum solution.

The main part of the exact depth-first search algorithm is given in Algorithm 3. Again, the preprocessing phase and the Synthesize function used in the exact depth-first search algorithm are the same as those described in the breadth-first search algorithm.

Algorithm 3. The exact depth-first search algorithm. The algorithm takes the target set, \( T \), including target constants to be implemented and returns the ready set, \( R \), with the minimum number of elements including ‘1’, target, and intermediate constants.

DFSearch(\( T \))
1: \( R \) = ApproximateSearch(\( T \))
2: if \( |R| \leq |T|+2 \)
3: \( \text{return } R \)
4: else
5: \( lb = |T| + 2 \), \( ub = |R| - 1 \), \( d = 0 \), \( ic_{\text{list}} = 1 \)
6: \( (W_{R_{1}}, W_{R_{2}}) = \text{Synthesize}([1], T) \)
7: while \( 1 \) do
8: if \( |T| + d + 1 < ub - 1 \)
9: \( \text{ic} = \text{FindIntermediateConstant}(ic_{\text{list}}, W_{R_{1}}, W_{R_{2}}) \)
10: if \( \text{ic} \neq 0 \)
11: \( ic_{\text{list}} = ic \), \( d = d + 1 \)
12: \( (W_{R_{1}}, W_{R_{2}}) = \text{Synthesize}(W_{R_{1}} \cup \{ ic \}, W_{R_{2}}) \)
13: if \( W_{R_{2}} \neq \emptyset \)
14: \( R = W_{R_{1}} \), \( ub = |R| - 1 \)
15: if \( lb = ub \)
16: \( \text{return } R \)
17: else
18: \( d = ub - |T| - 2 \)
19: else
20: if \( \text{CLB}(W_{R_{1}} \setminus \{ 1 \} \cup W_{R_{2}}) \geq ub \)
21: \( d = d - 1 \)
22: else
23: \( ic_{\text{list}} = 1 \)
24: else
25: \( d = d - 1 \)
26: else
27: \( d = d - 1 \)
28: if \( d = -1 \)
29: \( \text{return } R \)

FindIntermediateConstant(ic, R, T)
1: while \( 1 \) do
2: \( \text{ic} = ic + 2 \)
3: if \( ic \geq 2^{2^{ub-1}} - 1 \)
4: \( \text{return } 0 \)
5: else
6: if \( ic \neq R \) and \( ic \neq T \)
7: \( (A, B) = \text{Synthesize}(R, \{ ic \}) \)
8: if \( B = 0 \)
9: \( \text{return } ic \)

In the DFSearch, initially, the approximate algorithm given in Algorithm 2 is applied. If the approximate algorithm returns the minimum number of operations solution that is guaranteed by Lemmas 1, 2, and 4, then the DFSearch algorithm is returned with the solution of the approximate algorithm. Otherwise, the initial lower and upper bound values of the search space, denoted by \( lb \) and \( ub \), respectively, are determined. The decision level or the depth of search space, i.e., \( d \), is set to 0. An array denoted by \( ic_{\text{list}} \) that includes the intermediate constants considered at each decision level is formed and its value at the decision level 0 is assigned to 1. The working ready and target sets at decision level 0, i.e., \( W_{R_{0}} \) and \( W_{T_{0}} \), are obtained using the Synthesize function.

In the infinite loop, the search space is explored in a depth-first manner up to \( ub-1 \) decision level, since we have a solution including \( ub \) number of operations. Hence, the condition given on the line 8 of the algorithm avoids to make unnecessary moves beyond \( ub-1 \) during the search. At each decision level, the FindIntermediateConstant function is applied to find the positive and odd intermediate constant that is not included in the current working ready and target sets and can be implemented using a single operation with the elements of the current working ready set. If an intermediate constant is found, it is stored to the intermediate constant list at that decision level, \( ic_{\text{list}} \). Then, the next decision level working ready and target sets are simply obtained when the intermediate constant is included in the current ready set and its implications are found on the current working target set by the Synthesize function. Whenever all the elements of the target set are synthesized, a better solution than the one found so far is obtained and \( ub \) is updated. In this case, if the number of operations in the found solution is equal to \( lb \), the infinite loop is interrupted indicating that the obtained solution is the minimum solution. Otherwise, the search is backtracked to the \( ub - |T| - 2 \) decision level. Fig. 8a illustrates this backtrack when a better solution is found during the depth-first search. For this example, suppose that the number of target constants to be implemented, i.e., \( |T| \), is 10, and \( lb \) and \( ub \) values obtained by the approximate algorithm are determined as 12 and 15 respectively. In this figure, \( ic_{\text{list}} \) denotes the intermediate constant considered at the decision level \( d \) with its index \( i \).

In the DFSearch, if the CLB (ComputeLowerBound) function that determines the lower bound on a set of constants using the formula given in [24] returns a value that is equal to or greater than the current upper bound, i.e., when the condition given on the line 20 of the algorithm is met, then a backtrack to the previous decision level occurs. This simply states that the elements in the current ready and target sets, to be found solution will have for sure a number of operations equal to or greater than the one that has been found so far. Also, if all possible intermediate constants are considered at a decision level, i.e., when the condition given on the line 24 of the algorithm is met, the search backtracks to the previous decision level as illustrated in Fig. 8b. Note that whenever the decision level is \(-1\), the infinite loop is interrupted indicating that the depth-first search is completed.

In the DFSearch algorithm, we avoid from the duplicate intermediate constant combinations by paying attention to the intermediate constants considered at each decision level. We note that in the worst case, the complexity of the DFSearch algorithm, i.e., the number of considered intermediate constant combinations, is the same as that of the BFSearch algorithm. However, observe that a better initial lower bound enables the DFSearch algorithm to conclude the search in an earlier decision level, when a solution is found. A better initial upper bound helps the algorithm to search up to a smaller decision level where a better solution can be found. Also, observe from the FindIntermediateConstant function that the DFSearch algorithm, at each decision level, branches with an intermediate constant that has a smaller value, since it is more possible to implement the target constants with smaller intermediate constants. This branching method enables the algorithm to explore less number of intermediate constant combinations in finding a better solution. Hence, the DFSearch algorithm, in general, finds the minimum solution of an MCM problem instance by exploring significantly less search space and requiring much less memory than the BFSearch algorithm.
6. Experimental results

In this section, we present the results of the exact and approximate algorithms on randomly generated and FIR filter instances, and compare with those of the previously proposed exact CSE algorithm [14] and the graph-based heuristics [9, 12]. The graph-based heuristics were obtained from [25].

As the first experiment set, we used uniformly distributed randomly generated instances where constants were defined under 14 bit-width. The number of constants ranges between 10 and 100, and we generated 30 instances for each of them. Thus, the experiment set includes 300 instances.

Fig. 9 presents the solutions obtained by the exact CSE algorithm of [14] under binary, CSD, and MSD representations and the exact graph-based algorithm. As can be observed from Fig. 9, the solutions obtained by the exact CSE algorithm [14] are far from the minimum number of operations solutions, since the possible implementations of constants are limited with the number representation in the exact CSE algorithm. We note that on these instances, the average difference of the number of operations solutions between the exact CSE algorithm under binary, CSD, and MSD representations, and the exact graph-based algorithm is 8.5, 10.8, and 8.6 respectively. Since both CSE and graph-based algorithms are exact, we can clearly state that the graph-based algorithms obtain much better solutions than the CSE algorithms.

As the second experiment set, we used FIR filter instances where filter coefficients were computed with the remez algorithm in MATLAB. The specifications of filters are presented in Table 2 where: Pass and Stop are normalized frequencies that define the passband and stopband respectively; #Tap is the number of coefficients; and width is the bit-width of the coefficients.

The results of the algorithms are presented in Table 3 where Adder denotes the number of operations and Step indicates the maximum number of operations in series, i.e., generally known as adder-steps. In this table, |T| denotes the number of unrepeatable positive and odd filter coefficients, i.e., the lowest bound on the number of operations, and the LBs indicates the lower bounds on the number of operations and the number of adder-steps obtained by the formulas given in [24].

As can be easily observed from Table 3, while the graph-based heuristic RAG-n obtains suboptimal solutions that are far away from the minimum, Hcub and approximate algorithms find solutions close to the minimum. We note that the approximate algorithm finds similar or better solutions than RAG-n and Hcub, and according to Lemmas 1, 2 and 4, it guarantees the minimum solution on two filter instances, i.e., Filter 5 and 8. Also, according to Lemmas 1 and 2, the graph-based heuristics RAG-n and Hcub cannot guarantee any of their solutions as the minimum solution. Note that the lower bound [24] on the minimum number of required operations can only be used to determine the solution of the approximate algorithm on Filter 8 as the minimum solution, although it is also proven to be minimum by Lemma 2. Also, observe from Lemma 6 that the lower bounds obtained by the

![Fig. 8. Backtracks in the DFSearch algorithm: (a) when a better solution is found; (b) when all possible constants are considered.](image)

![Fig. 9. Results of exact CSE and graph-based algorithms on randomly generated instances defined under 14 bit-width.](image)

<table>
<thead>
<tr>
<th>Filter</th>
<th>Pass</th>
<th>Stop</th>
<th>#Tap</th>
<th>Width</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.10</td>
<td>0.15</td>
<td>40</td>
<td>14</td>
</tr>
<tr>
<td>2</td>
<td>0.10</td>
<td>0.12</td>
<td>40</td>
<td>14</td>
</tr>
<tr>
<td>3</td>
<td>0.15</td>
<td>0.20</td>
<td>30</td>
<td>14</td>
</tr>
<tr>
<td>4</td>
<td>0.20</td>
<td>0.25</td>
<td>30</td>
<td>14</td>
</tr>
<tr>
<td>5</td>
<td>0.10</td>
<td>0.15</td>
<td>40</td>
<td>16</td>
</tr>
<tr>
<td>6</td>
<td>0.15</td>
<td>0.20</td>
<td>60</td>
<td>16</td>
</tr>
<tr>
<td>7</td>
<td>0.20</td>
<td>0.25</td>
<td>40</td>
<td>16</td>
</tr>
<tr>
<td>8</td>
<td>0.10</td>
<td>0.20</td>
<td>80</td>
<td>16</td>
</tr>
</tbody>
</table>

Table 2

Filter specifications.
approximate algorithm, i.e., \(|T| + 2\), on all filters except Filter 5 and 8, are better than those of [24]. On the other hand, the exact algorithm finds better solutions than all the graph-based heuristics on Filter 3, 4, and 6. Hence, this experiment indicates that an exact algorithm is indispensable to ensure the minimum solution, since there are real-size instances that all the prominent graph-based heuristics cannot conclude with the minimum solution.

As can be observed from Table 3, the graph-based algorithms designed for the MCM problem find the fewest number of operations solution with a greater number of adder-steps according to its lower bound, indicating the traditional tradeoff between area and delay. This occurs because, the sharing of intermediate constants in MCM generally increases the logic depth of the MCM design as shown in [26]. However, we note that the exact algorithms can be easily modified to find the fewest number of operations solution under a delay constraint as done in [14, 26, 27]. In this case, only the intermediate constants that do not violate the delay constraint must be considered.

On this experiment set, we also compare the runtime performance of the BFSearch and DFSearch algorithms in Tables 4 and 5 respectively. In these tables, Crs indicates the number of considered ready sets in the breadth-first and depth-first search parts of the exact algorithms, and CPU denotes the CPU time in seconds of the exact algorithms implemented in MATLAB to obtain a solution on a PC with 2.4 GHz Intel Core 2 Quad CPU and 3.5GB memory.

We note that the CPU time limit was determined as 1 h. For the DFSearch algorithm, the initial lower and upper bounds of the search space were determined by RAG-n, Hcub, and approximate algorithms. Note that the graph-based heuristics obtained their solutions using a little computational effort, thus their execution time were not taken into account in the DFSearch algorithm. In these tables, an italic result indicates that the exact algorithm is ended due to the CPU time limit returning with the best solution found so far.

As can be easily observed from Tables 4 and 5, although the BFSearch algorithm is proven to be a complete algorithm by Lemma 3, i.e., given all the required computational resources, the BFSearch algorithm guarantees to find the minimum solution, it cannot conclude with a solution on Filter 2, 3, 4, 6, and 7 due to the CPU time limit. On the other hand, the DFSearch algorithm initially obtains a solution using a graph-based heuristic, i.e., it never returns without a solution. Then, with the lower and upper bounds of the search space determined by the solution of the graph-based heuristic, it finds the minimum solution that is better than that of the graph-based heuristic or proves that the solution of the graph-based heuristic is the minimum solution by exploring all the search space. For example, the solutions of RAG-n on all filter instances include totally 246 operations as given in Table 3 and RAG-n cannot guarantee any of its solution as minimum. However, the DFSearch algorithm using the solutions of RAG-n to compute the bounds of search space finds the minimum solution on all filter instances except Filter 2 with totally 212 operations and in almost 2 h. As can be easily observed from Table 5, the quality of the graph-based heuristic solution, i.e., the quality of lower and upper bounds of search space, effects the performance of the DFSearch algorithm significantly. For example, with the solutions of the approximate algorithm that are close to the minimum, the DFSearch algorithm concludes with ensuring the minimum solution on all instances.

### Table 3
Summary of results of graph-based algorithms on FIR filter instances.

<table>
<thead>
<tr>
<th>Filter</th>
<th>Adder Step</th>
<th>Adder Step</th>
<th>Adder Step</th>
<th>Adder Step</th>
<th>Adder Step</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1</td>
<td>19 20 3 34 10</td>
<td>23 7 22 9 22 8</td>
<td>23 7 22 9 22 8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>T2</td>
<td>19 20 3 27 6</td>
<td>24 6 23 7 23 7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T3</td>
<td>14 14 3 24 9</td>
<td>19 7 18 6 17 11</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T4</td>
<td>14 14 3 23 5</td>
<td>18 7 17 7 18 7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T5</td>
<td>39 40 3 44 9</td>
<td>42 8 41 10 41 10</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T6</td>
<td>29 29 3 36 10</td>
<td>32 10 32 10</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T7</td>
<td>19 20 3 28 11</td>
<td>24 7 23 11 23 10</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T8</td>
<td>36 37 3 40 5</td>
<td>38 5 37 6 37 6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>189 194 24 246 61</td>
<td>220 57 214 62 211 71</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 4
Runtime performance of the BFSearch algorithm on FIR filter instances.

<table>
<thead>
<tr>
<th>Filter</th>
<th>Adder</th>
<th>#Crs</th>
<th>CPU</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1</td>
<td>22</td>
<td>14.098</td>
<td>136.28</td>
</tr>
<tr>
<td>T2</td>
<td>–</td>
<td>236,289</td>
<td>3600.01</td>
</tr>
<tr>
<td>T3</td>
<td>–</td>
<td>145,418</td>
<td>3600.01</td>
</tr>
<tr>
<td>T4</td>
<td>–</td>
<td>142,308</td>
<td>3600.01</td>
</tr>
<tr>
<td>T5</td>
<td>41</td>
<td>2,986</td>
<td>26.44</td>
</tr>
<tr>
<td>T6</td>
<td>–</td>
<td>253,029</td>
<td>3600.01</td>
</tr>
<tr>
<td>T7</td>
<td>–</td>
<td>70,003</td>
<td>3600.01</td>
</tr>
<tr>
<td>T8</td>
<td>37</td>
<td>8</td>
<td>0.53</td>
</tr>
<tr>
<td>Total</td>
<td>100</td>
<td>864,139</td>
<td>18,163.30</td>
</tr>
</tbody>
</table>

### Table 5
Runtime performance of the DFSearch algorithm on FIR filter instances.

<table>
<thead>
<tr>
<th>Filter</th>
<th>With RAG-n</th>
<th>With Hcub</th>
<th>With approximate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Adder #Crs</td>
<td>CPU</td>
<td>Adder #Crs</td>
</tr>
<tr>
<td>T1</td>
<td>22</td>
<td>14,281</td>
<td>10.52</td>
</tr>
<tr>
<td>T2</td>
<td>24</td>
<td>7,614,991</td>
<td>3600.01</td>
</tr>
<tr>
<td>T3</td>
<td>17</td>
<td>4,321,079</td>
<td>1586.08</td>
</tr>
<tr>
<td>T4</td>
<td>17</td>
<td>63,870</td>
<td>30.7</td>
</tr>
<tr>
<td>T5</td>
<td>41</td>
<td>9,079</td>
<td>9.27</td>
</tr>
<tr>
<td>T6</td>
<td>31</td>
<td>1,871,348</td>
<td>1460.39</td>
</tr>
<tr>
<td>T7</td>
<td>23</td>
<td>1,375,750</td>
<td>756.75</td>
</tr>
<tr>
<td>T8</td>
<td>37</td>
<td>38</td>
<td>0.16</td>
</tr>
<tr>
<td>Total</td>
<td>212</td>
<td>14,470,436</td>
<td>7453.88</td>
</tr>
</tbody>
</table>
and using less computational effort (the number of considered ready sets and CPU time) than those obtained with the solutions of RAG-n and Hcub.

As the third experiment set, we used randomly generated instances where constants were defined in between 10 and 14 bit-width. We tried to generate hard instances to distinguish the algorithms clearly. Hence, under each bit-width (bw), the constants were generated randomly in $[2^{bw-2} - 1, 2^{bw-1} - 1]$. Also, the number of constants were determined as 2, 5, 10, 15, 20, 30, 50, 75, and 100 and we generated 30 instances for each of them. Thus, the experiment set includes 1350 instances.

The results of graph-based heuristic algorithms on overall 1350 instances are summarized in Table 6 where $X > Y$ denotes the number of instances that the algorithm $X$ finds better solutions than the algorithm $Y$. As can be easily observed from Table 6, the number of instances that the approximate algorithm finds better solutions than Hcub is 442, while the number of instances that Hcub obtains better solutions than the approximate algorithm is 62 on overall 1350 instances. When the approximate algorithm is compared with RAG-n and BHM, it finds better solutions than these heuristics on 802 and 1235 instances respectively. It is observed that the instances that the approximate algorithm finds worse solutions than the prominent graph-based heuristics generally include small number of constants, e.g., 2, under large bit-widths, e.g., 14. We note that this is simply because of the greedy heuristic used in the approximate algorithm where, in each iteration, an intermediate constant that synthesizes the largest number of target constant is chosen. We also note that the number of instances that the approximate algorithm guarantees the minimum solution is 699 (51.8% of the experiment set), and the number of instances that RAG-n and Hcub ensure the minimum solution is 394 (29.2% of the experiment set) and 386 (28.6% of the experiment set) respectively on overall 1350 instances. Hence, this experiment indicates that the approximate algorithm guarantees the minimum solution on more instances than the prominent graph-based heuristics.

We also applied the DFSearch algorithm with the bounds resulting from both Hcub and the approximate algorithm on 651 instances whose solutions were not guaranteed to be the minimum by these algorithms. Again, the CPU time limit was set to 1 h. We note that the DFSearch algorithm ensured the minimum solution on 473 instances obtaining better solutions than both Hcub and the approximate algorithm on 195 instances. However, the DFSearch algorithm could not conclude with the minimum solution on 178 instances due to the CPU time limit. On these 178 instances, we observed that the difference between the best upper bound obtained by Hcub and the approximate algorithm and the lowest bound is equal to or greater than 6, that means, in the worst case, all intermediate constant combinations including 5 or more than 5 constants must be considered to complete the search. This experiment clearly indicates that although the DFSearch algorithm can be applied on real-size instances and finds better solutions than the graph-based heuristics, there are still instances that the DFSearch algorithm cannot return the minimum solution in a reasonable time.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>BHM [9]</td>
<td>0</td>
<td>173</td>
<td>3</td>
<td>9</td>
</tr>
<tr>
<td>RAG-n [9]</td>
<td>964</td>
<td>0</td>
<td>96</td>
<td>6</td>
</tr>
<tr>
<td>Hcub [12]</td>
<td>1231</td>
<td>700</td>
<td>0</td>
<td>62</td>
</tr>
<tr>
<td>Approximate</td>
<td>1235</td>
<td>802</td>
<td>442</td>
<td>0</td>
</tr>
</tbody>
</table>

7. Conclusions

In this article, we introduced exact and approximate graph-based algorithms designed for the MCM problem for which only heuristic algorithms have been proposed due to the NP-hardness of the problem. In this content, we presented an exact breadth-first search algorithm that is capable of finding the minimum number of operations solution of real mid-size instances. To cope with more complex instances that the exact algorithm cannot handle, we introduced an approximate algorithm based on the exact algorithm that finds competitive solutions with the minimum solutions and also obtains better lower and upper bound values of the search space. Furthermore, we proposed an exact depth-first search algorithm that is equipped with search pruning techniques and incorporates the approximate algorithm to determine the lower and upper bounds of the search space. These techniques enable the exact depth-first search algorithm to be applied on large size instances. The proposed algorithms, exact and approximate, have been applied on a comprehensive set of instances including randomly generated and FIR filter instances, and compared with the exact CSE algorithm and the prominent graph-based heuristics. The following conclusions were drawn from the experimental results: (i) the exact graph-based algorithm finds significantly better results than the exact CSE algorithm; (ii) the proposed approximate algorithm obtains competitive and better solutions, and computes better lower and upper bound values of the search space than the existing graph-based heuristic algorithms; (iii) the proposed exact depth-first search algorithm can find the minimum solutions of the MCM problem instances that the previously proposed exact breadth-first search algorithm cannot handle and for which all the prominent graph-based heuristics find suboptimal solutions or cannot guarantee the minimum solutions.
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