Optimization of Area in Digit-Serial Multiple Constant Multiplications at Gate-Level
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Abstract—The last two decades have seen many efficient algorithms and architectures for the design of low-complexity bit-parallel Multiple Constant Multiplications (MCM) operation, that dominates the complexity of Digital Signal Processing (DSP) systems. On the other hand, digit-serial architectures offer alternative low-complexity designs, since digit-serial operators occupy less area and are independent of the data wordlength. This paper introduces the problem of designing a digit-serial MCM operation with minimal area at gate-level and presents the exact formalization of the area optimization problem as a 0-1 Integer Linear Programming (ILP) problem. Experimental results show the efficiency of the proposed algorithm and digit-serial MCM designs in terms of area at gate-level.

I. INTRODUCTION

Multiplication of a variable with a set of constants, known also as the MCM operation, is a central operation and performance bottleneck in many DSP applications such as, error correcting codes, linear DSP transforms, and Finite Impulse Response (FIR) filters. In hardware, the multiplication operation is considered to be expensive, as it occupies significant area. Hence, constant multiplications are generally realized using only addition, subtraction, and shift operations [1].

For the bit-parallel design of the MCM operation, the MCM problem is defined as finding the fewest number of addition and subtraction operations that realize the MCM, since shifts can be implemented using only wires in hardware. Many efficient algorithms [2]–[5] have been introduced for the MCM problem. In spite of various methods they use and different search space they explore, the main idea has always been the maximization of the sharing of common partial products among the constant multiplications. As an example, consider the constant multiplications 29x and 43x. Observe from Figure 1(a)-(b) that the sharing of partial products 3x and 5x reduces the number of operations from 6 to 4.

On the other hand, in digit-serial arithmetic, the words are divided into digit sets of d bits that are processed one at a time [6]. The special cases of the digit-serial computation are called bit-parallel and bit-serial processing when the digit size d is equal to data wordlength and 1 respectively. The digit-serial computation plays an important role when the bit-serial implementations cannot meet delay requirements and the bit-parallel designs require excessive hardware. Thus, an optimal tradeoff between area and delay can be obtained by changing the digit size parameter (d).
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Fig. 1. Shift-adds implementations of 29x and 43x (a) without partial product sharing; (b) with partial product sharing.

The digit-serial MCM operation in shift-adds architecture consists of digit-serial addition and subtraction operations, and D flip-flops for the shift operations, as opposed to the bit-parallel MCM operation, where shifts are free in terms of hardware. The high-level algorithm of [7] aims to find a solution with the fewest number of additions, subtractions, and shift operations. To the best of our knowledge, there exists no algorithm that focuses on the minimization of area in digit-serial MCM operation at gate-level.

In this paper, we initially present the digit-serial realizations of addition, subtraction, and shift operations and determine their implementation costs in terms of gate-level metrics. Then, we introduce an exact algorithm that optimizes the area of the digit-serial MCM operation at gate-level. In the exact algorithm, all possible implementations of constant multiplications are found when constants are defined under a number representation and the optimization of area problem is formulated as a 0-1 ILP problem taking into account the hardware cost of each operation. Thus, the maximization of sharing of partial products and also the amount of shifts is realized based on a gate-level implementation. The experimental results indicate that the exact algorithm leads to low-complexity digit-serial MCM designs compared to those found by the exact algorithm of [3] designed for the MCM problem and those that are implemented using generic digit-serial multipliers [6].

II. DIGIT-SERIAL OPERATIONS

The fundamental digit-serial operations have been introduced in [8]. Figure 2 illustrates the digit-serial addition, subtraction, and left shift operations when d is 3. Notice from Figure 2(a) that in a digit-serial addition operation, the number of required full adders (FAs) is equal to d and the number of necessary D flip-flops is 1 in general. Also, the
III. THE EXACT ALGORITHM

To design a digit-serial MCM operation with minimal area at gate-level, we consider the implementation cost of digit-serial addition, subtraction, and also the shift operations under gate-level, we consider the implementation cost of digit-serial addition operation. In a left shift operation (Figure 2(c)-(d)), the number of required D flip-flops is equal to the amount of shift and is not related with \( d \). Thus, the problem of optimization of area in digit-serial MCM operation can be defined as: given the target constants to be implemented and the digit size \( d \), find a set of operations that implements the constant multiplications yielding minimum area at gate-level.

A. Finding the Partial Terms

In the preprocessing phase, the constants to be multiplied by a variable are converted to positive and then, made odd by successive divisions by 2. The resulting constants are stored without repetition in the target set \( T \). Thus, \( T \) includes the minimum number of necessary constants to be implemented. The part of the algorithm, where the implementations of the target constants and partial terms are found, is as follows:

1) Take an element from \( T, t_i \), find its representation(s) under the given number representation, and store it(them) in a set called \( S \). Form an empty set, \( O_i \) associated with \( t_i \), that will include the inputs and the amount of left shifts at the inputs of all addition/subtraction operations which generate \( t_i \).

2) For each representation of \( t_i \) in the set \( S \),
   a) Compute all non-symmetric partial term pairs that cover the representation of \( t_i \).
   b) Make each partial term positive and odd, and determine its amount of left shift.

c) Add each partial term pair and their amount of left shifts to the set \( O_i \).

d) Add each partial term to \( T \), if it does not represent the input that the constants are multiplied with, \( i.e., \) denoted by 1, and is not in \( T \).

3) Repeat Step 1 until all elements of \( T \) are considered.

Observe that the target set \( T \), that only includes the target constants to be implemented in the beginning of the iterative loop, is augmented with the partial terms that are required for the implementation of target constants. We note that all possible implementations of an element in the target set, \( t_i \), are found by decomposing the non-zero digits in the representation of \( t_i \) into two partial terms. As an example, consider 25 as a target constant defined under MSD, that has two representations, 011001 and 1001, where \( \bar{T} \) stands for \(-1\). All possible implementations of 25 are given in Figure 3.

Observe from Figure 3 that the last implementations of 25 on both representations, \( i.e., 1 + 3 \ll 3 \), are identical thus, one of them can be eliminated. Also, the duplications of implementations such as, \( 1 \ll 4 + 9 = 9 + 1 \ll 4 \), are not listed in Figure 3. After the partial terms required for the implementation of 25 under MSD, \( i.e., 3, 7, 9, 17, \) and 33, are found, they are added to the target set without repetition and their implementations are determined in a similar way.

B. Construction of the Boolean Network

After all possible implementations of the target constants and partial terms are found, they are represented in a network that includes only AND and OR gates. The properties of the network are given as follows:

1) The primary input of the network is the input variable to be multiplied with the constants.

2) An AND gate in the network represents an addition/subtraction operation and has two inputs.

3) An OR gate in the network represents a target constant or a partial term and combines all its possible implementations.

4) The outputs of the network are the OR gate outputs associated with the target constants.

The part of the algorithm, where the network is constructed, is as follows:

1) Take an element from \( T, t_i \).

2) For each pair in \( O_i \), generate a two-input AND gate. The inputs of the AND gate are the elements of the pair, \( i.e., 1 \), denoting the input that the constants are multiplied with, or the outputs of OR gates representing target constants and partial terms in the network.
3) Generate an OR gate associated with \( t_i \), where its inputs are the outputs of the AND gates determined in Step 2.
4) If \( t_i \) is a target constant, assign the output of the corresponding OR gate as an output of the network.
5) Repeat Step 1 until all elements in \( T \) are considered.

The network generated for the target constant 25 defined under MSD is given in Figure 4, where 1-input OR gates for the partial terms 7, 9, 17, and 33 are omitted, and the type of each operation is shown inside of each AND gate. Observe that the network represents which operations are required to implement the constants.

C. Formalization of the 0-1 ILP Problem

We have to include optimization variables to the network in order to formalize the gate-level area optimization problem as a 0-1 ILP problem. The optimization variables are associated with the operations and the left shifts of the constants. For each AND gate that represents an operation in the network, we add an additional input standing for the optimization variable associated with the operation, i.e., \( o_{p_{i=0,1,2}} \), where \( a \) and \( b \) denote the inputs of an operation. In the cost function to be minimized, the cost value of this type of optimization variable is determined as the implementation cost of the digit-serial addition/subtraction operation at gate-level as described in Section II. In order to maximize the sharing of left shifts, i.e., the D flip-flops at gate-level, for each constant \( c \) in the network, we initially find the maximum amount of left shifts, \( m_{ls_c} \), that a constant has. Then, for each constant \( c \) that has the maximum amount of left shift \( m_{ls_c} \), greater than zero, we introduce \( m_{ls_c} \) optimization variables representing left shifts of \( c \) from 1 to \( m_{ls_c} \), i.e., \( o_{p_{i=0,1,2}}, o_{p_{i=0,1,2}}, \ldots, o_{p_{i=0,1,2}} \). Thus, for each AND gate in the network, we include \( ls \) additional inputs standing for the optimization variables associated with the left shifts of an input signal of the operation. In the cost function to be minimized, the cost value of each of this optimization variable is determined as the implementation cost of one D flip-flop, as described in Section II.

Some simplifications on this network can be also achieved. Note that the variable denoted by 1, representing the MCM input signal, can be eliminated from the inputs of the AND gates, because its logic value is always one (i.e., it is always available). The network generated for the target constant 25 under MSD is depicted in Figure 5 after the optimization variables are added and simplifications are done.

The cost function of the 0-1 ILP problem is constructed as the linear function of optimization variables, where the cost value of each optimization variable is determined as described above. The constraints of the 0-1 ILP problem are obtained by finding the Conjunctive Normal Form (CNF) formulas of each gate in the network and expressing each clause of the CNF formulas as a linear inequality, as described in [9]. Also, the outputs of the network are set to 1, since the implementation of target constants is required.

D. Finding the Minimum Area Solution

A generic 0-1 ILP solver will search the minimum value of the cost function on the generated 0-1 ILP problem by satisfying the constraints that represent how target constants and partial terms are implemented. Note that the set of operations that yields the minimum area solution is obtained directly from the solution of the 0-1 ILP solver, i.e., the operations whose optimization variables are set to 1.

IV. EXPERIMENTAL RESULTS

In the design of a digit-serial MCM operation at gate-level, we initially find a set of addition/subtraction operations that realizes the constant multiplications using a high-level algorithm. Given digit size \( d \), then, each operation is translated into a digit-serial addition/subtraction operation considering the left shift of an input in VHDL with the necessary control and storage logic. Finally, the digit-serial MCM operation is designed using the Cadence Encounter® RTL Compiler with the UMCLogic 0.18\( \mu \)m Generic II library.

As a working example, we used the FIR filter instance denoted as Filter 9 in [3]. Table I presents the high-level results
of the proposed exact algorithm when \( d = 1, 2, 4, 8 \), and \( 8 \). Also, \( \text{HCAS} \) and \( \text{HCS} \) represent the hardware cost of the digit-serial addition/subtraction operations and shifts respectively. The implementation cost (in \( \mu \text{m}^2 \)) of an FA, a D flip-flop, and an inverter was taken as 90, 52, and 6 respectively from the library. This table also gives the high-level results on digit-serial implementations of the MCM operations optimized by the algorithm of [3] designed for the optimization of the number of addition/subtraction operations in the bit-parallel MCM design. In this experiment, the bit-width of the filter input was taken as 16 and constants were defined under MSD in both algorithms.

Observe from Table I that since the algorithm of [3] focuses on the optimization of the number of operations, its solution may yield a digit-serial MCM design that includes a large number of left shifts which are realized using D flip-flops in digit-serial designs. On the other hand, the proposed algorithm finds a solution with the minimum area at gate-level by maximizing the sharing of partial products and shifts, taking into account the cost of digit-serial operations at gate-level.

Table II presents the gate-level results of the digit-serial MCM designs, where \( \text{area} \), \( \text{delay} \), and \( \text{power} \) denote respectively the area in \( \mu \text{m}^2 \), the delay of the longest path in \( \mu \text{s} \), and the power dissipation in \( \mu \text{W} \). The gate-level results obtained by the proposed algorithm are given in the \textit{Shift-adds} row when \( d \) is in between 1 and 8. In this row, for the bit-parallel implementation, \( i.e., \) when \( d \) is equal to 16, the solution of [3] was synthesized at gate-level. The results given in the \textit{Generic Imp.} row, where \( d \) is in between 1 and 8, were obtained when each constant multiplication of the MCM operation is defined using a digit-serial multiplier [6]. The results in this row when \( d \) is 16 were found when the constant multiplications are described using parallel constant multipliers in VHDL. During the technology mapping, the MCM operations were designed under two design strategies, \( i.e., \) the minimum area (\( \text{MA} \)) and the minimum area under the maximum clock frequency (\( \text{MaxMCF} \)) constraint. In the former, there was no constraint on the clock frequency and in the latter, we iteratively found the maximum clock frequency that can be applied to the digit-serial MCM design.

Observe from the \textit{Shift-adds} row of Table II that as the digit-size increases, the area of the MCM design and the minimum value of the clock periods increase. Note that the number of clock cycles to obtain the actual constant multiplications is 32, 16, 8, and 4 when \( d \) is 1, 2, 4, and 8 respectively. In bit-parallel implementation, only one clock cycle is required. Also, observe from Table II that the design of digit-serial MCM operations in shift-adds architecture, where the addition, subtraction and also shift operations are shared, yields low-complexity and low-power digit-serial MCM designs when compared to those that are implemented using generic digit-serial multipliers [6]. Note that under the generic implementation of the bit-parallel MCM operation, the synthesis tool has more possibilities to optimize area with respect to the generic implementations of digit-serial MCM designs.

V. CONCLUSIONS

In this paper, we introduced a 0-1 ILP formalization for designing a digit-serial MCM operation with minimal area at gate-level by considering the implementation costs of digit-serial addition, subtraction, and shift operations. Although the search space of the exact algorithm is restricted by the number representation, the given 0-1 ILP formalization can be applied in algorithms that are not limited to any particular number representation. The experimental results indicate that the complexity of the MCM design can be further reduced using digit-serial architectures and the area and delay tradeoff can be explored by changing the digit-size.
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