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1. Introduction

In several computationally intensive Digital Signal Processing (DSP) algorithms, such as Fast Fourier Transforms (FFT) and Finite Impulse Response (FIR) filters (illustrated in Fig. 1), the same input is multiplied by a set of constant coefficients, an operation known as Multiple Constant Multiplications (MCM). In addition to its applications in DSP systems, the MCM operation frequently occurs in cryptography, compilers, and computer arithmetic. In many cases, hardwired dedicated architectures are the best option for maximum performance and minimum power consumption.

Although area, delay, and power efficient multiplier architectures, such as Wallace [1] and modified Booth [2] multipliers, have been proposed, the full-flexibility of a multiplier is not necessary for constant multiplications, since constant coefficients are fixed and determined beforehand. Hence, constant multiplications are generally replaced by addition/subtraction and shift operations [3].

Note that in bit-parallel MCM design, shifts can be realized using only wires without representing any hardware cost. Thus, a fundamental optimization problem, known as the MCM problem, is defined as finding the minimum number of addition/subtraction operations that implement the constant multiplications. Note also that the MCM problem is an NP-complete problem [4].

For the implementation of constant multiplications under the shift-adds architecture, a straightforward method, generally known as the digit-based recoding [5], initially defines the constants in multiplications under binary representation. Then, for each 1 in the representation of the constant, according to its bit position, it shifts the variable and adds up the shifted variables to obtain the result. As a simple example, consider the constant multiplications 29x and 43x. Their decompositions in binary are listed as:

29x = (11101)_{bin}x = x + 4x + 3x + 2x
43x = (101011)_{bin}x = x + 5x + 3x + 1x

and require six addition operations as given in Fig. 2(a).

However, the digit-based recoding technique does not consider the sharing of common partial products among the constant multiplications that significantly reduces the area and power.
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A B S T R A C T

The last two decades have seen tremendous effort on the development of high-level synthesis algorithms for efficient realization of the multiplication of a variable by a set of constants using only addition, subtraction, and shift operations. These algorithms generally target the minimization of the number of adders and subtractors, assuming that shifts are realized using only wires due to the bit-parallel processing of the input data. On the other hand, digit-serial architectures offer alternative low-complexity designs since digit-serial operators occupy less area and are independent of the data wordlength. However, in this case, shifts are no longer free in terms of hardware and require D flip-flops. Moreover, each digit-serial addition, subtraction, and shift operation has different implementation cost at gate-level. Hence, this article introduces high-level algorithms that optimize the area of digit-serial constant multiplications under the shift-adds architecture by taking into account the implementation cost of each operation at gate-level. Experimental results indicate that our high-level algorithms obtain better solutions than prominent algorithms designed for the minimization of the number of operations in terms of gate-level area and their solutions lead to less complex digit-serial MCM designs. It is also shown that the use of shift-adds architecture yields significant area reductions when compared to the constant multiplications designed using generic digit-serial constant multipliers.
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dissipation of the MCM design. The algorithms that aim to maximize the sharing of partial products can be categorized in two classes: Common Subexpression Elimination (CSE) [6–8] techniques and graph-based (GB) [9–11] methods. The CSE algorithms first define the constants under a particular number representation namely, binary, Canonical Signed Digit (CSD) [6], or Minimal Signed Digit (MSD) [7], and then, find the “best” subexpression, generally the most common, among the constant multiplications. The GB algorithms are not restricted to any particular number representation and consider a large number of alternative implementations of a constant multiplication, yielding better solutions than the CSE algorithms as shown in [10,11]. Returning to our example in Fig. 2, the exact CSE algorithm [8] obtains a solution with four operations by finding the most common partial products \( 3x = \langle 11 \rangle_{bin} x \) and \( 5x = \langle 101 \rangle_{bin} x \) when constants are defined under binary (Fig. 2(b)). The exact GB algorithm [11] finds the minimum number of operations solution with three operations by sharing the common partial product \( 7x \) in both multiplications (Fig. 2(c)). Observe that the partial product \( 7x = \langle 111 \rangle_{bin} x \) cannot be extracted from the binary representations of both multiplications \( 29x \) and \( 43x \) in the exact CSE algorithm [8].

In the MCM problem, it is assumed that the input data \( x \) is processed in parallel. Although shifts can be realized using only wires in this case, the implementation cost of an addition/subtraction operation realizing a constant multiplication depends on the bit-width of the input data and the constant [12]. On the other hand, in digit-serial arithmetic, the input data is divided into digit sets, consisting of \( d \) bits that are processed at a time [13]. Thus, the implementation cost of a digit-serial addition/subtraction operation depends on the digit size \( d \), requiring significantly less hardware when compared to its bit-parallel implementation. However, in this case, shifts require \( D \) flip-flops to be implemented due to the serial processing. Hence, the high-level algorithms should consider the sharing of addition/subtraction operations as well as the sharing of shifts with respect to the MCM problem. Moreover, as shown in [12], a solution with the minimum number of operations does not always yield a solution with minimum area at gate-level. In order to optimize the gate-level area of the design, the high-level algorithms should also take into account the implementation cost of each addition, subtraction, and shift operation.

Hence, this article introduces two high-level algorithms, called HCUB + ILP-DS and MINAS-DS that target the optimization of gate-level area in digit-serial MCM operation. In the HCUB + ILP-DS algorithm, we initially find a solution with the fewest number of operations that generate MCM, using the Hcub algorithm [10] designed for the MCM problem. Then, we obtain a set of operations that yields a digit-serial MCM design with optimal area by formalizing the optimization of gate-level area problem in digit-serial MCM design as a 0–1 Integer Linear Programming (ILP) problem on the solution of Hcub and finding the minimum solution using a generic 0–1 ILP solver. This article also describes the MINAS-DS algorithm [14] that iteratively finds the partial products which are required to realize the constant multiplications and which lead to digit-serial MCM designs with optimal area at gate-level.

The experimental results on a comprehensive set of instances indicate that the high-level algorithms introduced in this article yield digit-serial MCM designs using less area when compared to those obtained by prominent algorithms designed for the MCM problem. It is pointed out that the digit-serial realization of the MCM operation leads to alternative low-complexity designs with respect to its bit-parallel realization and a designer can easily find the optimal tradeoff between area and delay in the MCM design by changing the digit size \( d \). The experimental results also show that the design of the digit-serial MCM operation under the shift-adds architecture with the use of high-level algorithms yields significant savings in area when compared to those designed using generic digit-serial constant multipliers [15].

The rest of the article proceeds as follows. Section 2 presents the background concepts and an overview on related work is given in Section 3. The HCUB + ILP-DS and MINAS-DS algorithms are introduced in Sections 4 and 5, respectively. Experimental results are presented in Section 6 and finally, Section 7 concludes the paper.

2. Background

This section presents the main concepts related with the proposed algorithms and gives the problem definitions.

2.1. 0–1 Integer linear programming

The 0–1 ILP problem is the minimization or the maximization of a linear cost function subject to a set of linear constraints and is generally defined as follows:

\[
\text{Minimize } w^T \cdot x \quad \text{(1)}
\]

Subject to \( A \cdot x \geq b, \quad x \in \{0, 1\}^n \quad \text{(2)} \)

In (1), \( w_j \) in \( w \) is an integer value associated with each of \( n \) variables \( x_j, 1 \leq j \leq n \), in the cost function, and in (2), \( A \cdot x \geq b \) denotes the set of \( m \) linear constraints, where \( b \in \mathbb{Z}^m \) and \( A \in \mathbb{Z}^{m \times n} \).

2.2. Multiplierless constant multiplications

Since the common input variable \( x \) is multiplied by multiple constants in MCM, the implementation of constant multiplications is in fact equal to the implementation of constants. For example, the implementation of \( 3x \) given as \( 3x = x + x + x = (1 \cdot 1 + 1) x \) can be

The maximization objective can be easily converted to a minimization objective by negating the cost function. Less-than-or-equal and equality constraints are accommodated by the equivalences, \( A \cdot x \leq b \iff A \cdot x \geq -b \) and \( A \cdot x = b \iff (A \cdot x \geq b) \land (A \cdot x \leq b) \), respectively.
rewritten as $3 = 1 \equiv 1 + 1$ by eliminating the variable $x$ from both sides. In the rest of the article, these notations will be used interchangeably.

In multiplierless constant multiplications, the fundamental operation, called $A$-operation in [10], is an operation with two integer inputs and one integer output that performs a single addition or a subtraction, and an arbitrary number of shifts. It is defined as:

$$w = A(u, v) = \begin{cases} 2^l u + (-1)^s 2^r v 2^{-s} = (u \ll l_1) + (-1)^s (v \ll l_2) & r \geq 0 \\ (u \ll l_1) + (-1)^s (v \ll l_2) & r < 0 \end{cases}$$

where $l_1, l_2 \geq 0$ are integers denoting left shifts of the operands, $r \geq 0$ is an integer indicating a right shift of the result, and $s \in \{0, 1\}$ is the sign, which determines if an addition or a subtraction operation is to be performed.

In the MCM problem, the complexity of an adder and a subtracter in hardware is assumed to be equal. It is also assumed that the sign of the constant can be adjusted at some part of the design and the shifting operation has no cost in hardware due to the bit-parallel processing. Thus, only positive and odd constants are considered in the MCM problem. Observe from Eq. (3) that in the implementation of an odd constant with any two odd constants at the inputs, one of the left shifts, $l_1$ or $l_2$, is zero and $r$ is zero, or both $l_1$ and $l_2$ are zero and $r$ is greater than zero. Hence, only one of the shifts, $l_1$ or $l_2$, or $r$, is greater than zero. It is also necessary to constrain the left shifts, $l_1$ or $l_2$, otherwise there exist infinite ways of implementing a constant. In the exact algorithm of [11], the number of shifts is allowed to be at most $bw + 1$, where $bw$ is the maximum bit-width of the constants to be implemented. Thus, the MCM problem [10] is defined as:

**Definition 1 (MCM Problem).** Given the target set composed of positive and odd unrepeatable target constants to be implemented, $T = \{t_1, \ldots, t_n\} \subset \mathbb{N}$, find the smallest ready set, $R = \{r_0, r_1, \ldots, r_m\}$, with $T \subset R$, under the conditions of $r_0 = 1$ and for all $r_k$ with $1 \leq k \leq m$, there exist $r_i, r_j$ with $0 \leq ij < k$ and an $A$-operation $r_k = A(r_i, r_j)$.

Hence, the number of operations required to be implemented for the MCM problem is $|R| - 1$, as given in [10].

### 2.3. Implementation of digit-serial constant multiplications under the shift-adds architecture

In digit-serial processing, the input data $x$ is divided into $d$ bits and processed serially by applying each $d$-bit data in parallel. The special cases of the digit-serial computation, called bit-serial and bit-parallel processing, occur when the bit size $d$ is equal to 1 and equal to the input data wordlength, respectively. The digit-serial computation plays an important role when the bit-serial implementations cannot meet delay requirements and the bit-parallel designs require excessive hardware. Thus, an optimal tradeoff between area and delay can be obtained by changing the digit size parameter ($d$).

The fundamental digit-serial operations can be found in [13]. The digit-serial addition, subtraction, and left shift operations are depicted in Fig. 3 using a digit size $d$ equal to 3, where the bits with indices 0 and 2 denote the least and most significant bits, respectively. Notice from Fig. 3(a) that a digit-serial addition operation, in general, requires $d$ full adders (FAs) and 1 D flip-flop. The subtraction operation (Fig. 3(b)) is implemented using 2’s complement, requiring the initialization of the D flip-flop with 1 and additional $d$ inverter gates with respect to the digit-serial addition operation. In a digit-serial left shift operation (Fig. 3(c,d)), the number of required D flip-flops is equal to the shift amount and it is realized in $d$ horizontal layers. The correspondence between the input ($a_i$) and the output ($c_i$) of the left shift operation and the number of flip-flops ($\#FF_{\text{d}}$) cascaded serially for each input at each layer ($a_i$) of the left shift operation are given in Eqs. (4) and (5), respectively. Note that $i$ ranges from 0 to $d-1$ and $k$ denotes the amount of left shift:

$$a_i \Rightarrow c_i = (a_i \ll k) \mod d$$

$$\#FF_{\text{d}} = \begin{cases} \lfloor d/k \rfloor & \text{if } i < d - (d \mod d) \\ \lfloor d/k \rfloor & \text{otherwise} \end{cases}$$

As an example on digit-serial realization of constant multiplications under the shift-adds architecture, Fig. 4 illustrates the
bit-serial (d = 1) implementation of 29x and 43x obtained by the exact GB algorithm [11] given in Fig. 2(c). As can be easily observed, the network includes 2 bit-serial additions, 1 bit-serial subtraction, and 5 D flip-flops for all the left shift operations. In this network, at each clock cycle, one bit of the input data x is applied to the network input and one bit of the constant multiplication output is computed at the output of a bit-serial addition/subtraction operation. In general, d bits are processed at each clock cycle.

While the sharing of addition/subtraction operations reduces the complexity of the digit-serial MCM design (since each addition and subtraction operation requires a digit-serial operation), the sharing of shift operations for a constant multiplication also reduces the number of D flip-flops and, consequently, the area of the design. This is observed from Fig. 4 that two D flip-flops are required in the digit-serial MCM design. Observe from Fig. 4 that two D flip-flops cascad a serially to generate the left shift of 7x by two times can also generate the left shift of 7x by one time without adding any hardware cost. Hence, the problem of optimizing the number of addition, subtraction, and shift operations can be given as:

**Definition 2 (The MCM-DS Problem).** Given the target set \( T = \{ t_1, \ldots, t_n \} \subset \mathbb{N} \), find the ready set \( R = \{ r_0, r_1, \ldots, r_m \} \) such that under the same conditions on the ready set given in Definition 1, the set of A-operations includes the minimum number of addition, subtraction, and shift operations.

For the digit-serial MCM realization, it is assumed that an A-operation that generates a constant multiplication has a right shift which is always \( 0 \) [16,17]. This is simply because the complexity of the control logic is significantly increased to realize the MCM operation when there exists such an A-operation. Note that a constant multiplication is rarely realized by such an A-operation in GB algorithms and it never occurs in CSE algorithms.

As can be observed from Fig. 3, the implementation costs of digit-serial addition, subtraction, and left shift operations are different at gate-level. Thus, to optimize the area of a digit-serial MCM operation, one has to maximize the sharing of addition/subtraction and shift operations considering the implementation cost of each operation. Hence, the optimization of gate-level area problem in digit-serial MCM operation can be defined as:

**Definition 3 (The Optimization of Gate-Level Area Problem in Digit-Serial MCM Operation).** Given the digit size \( d \) and the target set \( T = \{ t_1, \ldots, t_n \} \subset \mathbb{N} \), find the ready set \( R = \{ r_0, r_1, \ldots, r_m \} \) such that under the same conditions on the ready set given in Definition 1, the set of A-operations yields a digit-serial MCM design using optimal area at gate-level.

### 2.4. Design details in digit-serial MCM

Although the digit-serial design of the MCM operation occupies significantly less area when compared to its bit-parallel design, the latency of the MCM computation \( L_{\text{MCM}} \), which is dependent on the bit-width of the input data, is increased due to the serial processing. It can be determined in terms of clock cycles as:

\[
L_{\text{MCM}} = \left\lceil \frac{\text{bw} + N}{d} \right\rceil \tag{6}
\]

where \( \text{bw} \) is the maximum bit-width of the constants to be implemented, \( N \) is the bit-width of the input variable \( x \), and \( d \) is less than \( N \). Note that Eq. (6) does not apply to bit-parallel processing \((d = N)\), where the latency of the MCM computation is only one clock cycle. Returning to our bit-serial MCM design given in Fig. 4, suppose that \( x \) is a 16-bit input value. Thus, we need a total of 22 clock cycles to obtain the actual output of 29x and 43x. Note also that, as a sign-extension, \( d \times L_{\text{MCM}} - N \) bits must be padded to the input data \( x \), which are \( 0s \), if \( x \) is an unsigned input, or sign bits, otherwise.

When the conversion from digit-serial to bit-parallel is required in the digit-serial MCM design, the \( d \)-bit outputs of the operations realizing the target constants, generated at each clock cycle, need to be stored. Note that the bit-width of the constant multiplication \( x \), i.e., \( \text{bw}_{c_0} \), is computed as \( \log_2(N + 1) \). Thus, given the digit size \( d \), we need \( \lfloor \text{bw}_{c_0}/d \rfloor \) cascaded D flip-flops (actually, a shift register) in \( d \) layers (a total of \( d \times \lfloor \text{bw}_{c_0}/d \rfloor \) D flip-flops) to store the digit-serial output produced in each clock cycle. As an example, suppose that \( \text{bw}_{c_0} \) is 8, i.e., \( c_0 \) is \( c_01, c_02, \ldots, c_06 \). Fig. 5(a,b) illustrate the required circuits to store the \( d \)-bits of the output of the operation generating \( c_0 \) when \( d \) is 2 and 3, respectively.

Also, the MCM operation generally includes constants with different bit-widths. Hence, a control logic is needed to store the constant multiplications accurately. This process can be controlled using one counter and some constant comparators. In this case, the counter is a \( \lfloor \log_2 L_{\text{MCM}} \rfloor \)-bit counter, which increments by 1 in each clock cycle. Note that \( L_{\text{MCM}} \) is the latency of the MCM operation, as defined in Eq. (6). Thus, the storage of the constant multiplication \( c_0 \) can be controlled by shifting the outputs of the operation implementing \( c_0 \) into the related storage block if \( \lfloor \text{bw}_{c_0}/d \rfloor \) is less than or equal to the value of the counter. Otherwise, the outputs of the operation are not shifted. Thus, at the end of the maximum clock cycle determined by \( L_{\text{MCM}} \), the outputs of the constant multiplications are available at the outputs of the D flip-flops as illustrated in Fig. 5. Although positive and odd constants are realized in the MCM design, whenever the even or negative version of a constant multiplication is required, this output is obtained by shifting the related constant multiplication or taking its 2’s complement.

### 3. Related work

For the MCM problem, the exact CSE algorithms were introduced in [18,19]. In these algorithms, initially the target constants are defined under a number representation and all possible
implementations of constants are extracted from its representation. Then, the MCM problem is defined as a 0–1 ILP problem and a solution is obtained using a generic 0–1 ILP solver. The problem reduction and model simplification techniques, that significantly reduce the 0–1 ILP problem size and, consequently, the run-time of the 0–1 ILP solver, were introduced in [8,20]. Prominent CSE heuristics were also presented in [6,7,21].

The first GB methods for the MCM problem, 'add-only', 'add/subtract', 'add/shift', and 'add/subtract/shift', were proposed in [22]. The 'add/subtract/shift' algorithm was modified in [9], called BHM, by extending the possible implementations of a constant, considering only odd numbers, and processing constants in order of increasing single constant cost that is evaluated by the algorithm of [23]. In [9], the RAG-n algorithm that includes two parts, optimal and heuristic, was also introduced. In its optimal part, each target constant that can be implemented with a single operation is synthesized. If there exist unimplemented elements left in the target set, the algorithm switches to its heuristic part. In this iterative part of the algorithm, RAG-n initially chooses a single unimplemented target constant with the smallest single coefficient cost evaluated by the algorithm of [23] and then, synthesizes it with a single operation including one (two) intermediate constant(s) that has (have) the smallest value among the possible constants. However, since the intermediate constants are selected for the implementation of a single target constant in each iteration, the intermediate constants chosen in previous iterations may or may not be shared for the implementation of not-yet synthesized target constants in later iterations, thus yielding a local minimum solution. The GB heuristic of [10], called Hcub, includes the same optimal part of RAG-n, but uses a better heuristic that considers the impact of each possible intermediate constant on the not-yet synthesized target constants. For the implementation of a single target constant, in each iteration of Hcub, a single intermediate constant that yields the best cumulative benefit over all unimplemented target constants is chosen. The approximate algorithm of [11], which includes the same optimal part as RAG-n and Hcub, computes all possible intermediate constants that can be synthesized with the current set of implemented constants using a single operation and chooses a single intermediate constant that synthesizes the largest number of target constants in each iteration of its heuristic part. The exact GB algorithms that search the minimum number of operations solution in breadth-first and depth-first manners were introduced in [11].

Although there exist many efficient algorithms designed for the MCM problem, there are only a few algorithms designed for the MCM-DS problem. The GB algorithms, called RSAG-n [16] and RAG-n [17], are based on the RAG-n algorithm designed for the MCM problem. In each iteration of RAG-n, the intermediate constant(s) that require the minimum number of shifts, are chosen. On the other hand, RAG-n selects the intermediate constant(s) with the minimum cost value as done in RAG-n but, if there are more than one possible intermediate constant, it favors the one that requires the minimum number of shifts.

For the optimization gate-level area problem in digit-serial MCM operation, to the best of our knowledge, there are only the exact CSE [24] and approximate GB [14] algorithms. The exact CSE algorithm [24] formalizes this problem as a 0-1 ILP problem when constants are defined under a number representation. The GB algorithm of [14] is described briefly in Section 5.

4. The HCUB+ILP-DS algorithm

The HCUB+ILP-DS algorithm consists of two main parts. In the first part, a solution with the fewest number of operations, that generates MCM, is found by the Hcub algorithm [10]. In the second part, the gate-level area optimization problem in digit-serial MCM operation is formalized as a 0–1 ILP problem and a set of operations that yields a digit-serial MCM design with optimal area at gate-level, is obtained. In the first part of the algorithm, in fact, any algorithm designed for the MCM problem can be applied. Although there exist many efficient algorithms, we preferred to use Hcub since it is one of the best algorithms designed for the MCM problem [10]. Also, Hcub can find more than one solution of an MCM problem (if there exists) with the use of randomness in the selection of intermediate constants. This enables the proposed approach to iteratively consider a local point in the search space of many possible MCM realizations. However, while finding a solution with the fewest number of operations, Hcub does not consider the gate-level cost of each operation under the digit-serial architecture. Hence, the ILP technique used in the second part of the algorithm initially generates all possible implementations of constants based on the solution of Hcub and then, finds a set of operations that leads to optimal area by taking into account the implementation of each operation under the digit-serial architecture. The ILP formalization is based on the optimization model described in [24], but it is applied on the solution of Hcub in this case.

4.1. Implementation of the HCUB+ILP-DS algorithm

In the preprocessing phase of HCUB+ILP-DS, the constants to be multiplied by a variable are converted to positive and then, made odd by successive divisions by 2. The resulting constants are stored without repetition in a set called target set \( T \) and the maximum bit-width of the target constants, \( bw \), is determined. The HCUB+ILP-DS algorithm, whose pseudo-code is given in Fig. 6, takes these parameters and also the digit size \( d \) as an input.

In the iterative loop of HCUB+ILP-DS (lines 3–16), we initially find a set of operations, \( O \), that implements the constant multiplications using Hcub [10] with a different seed at each time (line 5). If the solution of Hcub includes an A-operation with a right shift greater than 0, then we apply the Reconfigure function, which replaces these operations by those including a right shift equal to zero (lines 6–7). These operations are found using a technique similar to the RAG-n algorithm [9]. Then, we determine the intermediate and target constants in \( O \) and store them in a set

\[
\text{HCUB+ILP-DS}(T, bw, d)
\]

1. \( seed = 0, R_{\text{set}} \leftarrow \{\}\)  
2. \( tcost_s = \infty, O_h \leftarrow \{\}\)  
3. \( \text{repeat} \)  
4. \( seed = seed + 1 \)  
5. \( O = \text{Hcub}(T, seed) \)  
6. \( \text{if there exist A-operations including a right shift greater than 0 then} \)  
7. \( O = \text{Reconfigure}(O) \)  
8. \( R = \text{GenerateReadySet}(O) \)  
9. \( R = \text{AddDepth1Constant}(R, bw) \)  
10. \( \text{if } R \notin R_{\text{set}} \text{ then} \)  
11. \( R_{\text{set}} \leftarrow R_{\text{set}} \cup R \)  
12. \( O = \text{ILP}(T, R, bw, d) \)  
13. \( tcost = \text{ComputeImplementationCost}(O, d) \)  
14. \( \text{if } tcost < tcost_s \text{ then} \)  
15. \( tcost_s = tcost, O_h \leftarrow O \)  
16. \( \text{until Termination conditions meet} \)  
17. \( \text{return } O_h \)  

\[ Fig. 6. \text{ The HCUB+ILP-DS algorithm.} \]
called ready set, \( R \) (line 8). In order to increase the number of possible implementations of a constant in the ILP function, described in Section 4.2, we add the depth-1 constants to \( R \) if they do not exist (line 9). The depth-1 constants are in the form of \( 2^{i+1}-1 \) and \( 2^{i+1} \), where \( i \) ranges in between 1 and \( bw \), which can be realized using a single A-operation whose inputs are 1. To avoid unnecessary computations, we check if \( R \) is already included in \( R_{\text{set}} \), which is a set that stores all the ready sets given to the ILP function (line 10). Then, the ILP function is applied on this ready set \( R \) to find a set of A-operations that yields a digit-serial MCM design with optimal area (line 12). After a solution is obtained by the ILP function, the implementation cost of the digit-serial MCM design, \( icost \), is computed as if A-operations were designed using digit-serial operations, as described in Section 2.3 (line 13). If its cost value is smaller than the best one (\( icost_{b} \)) found so far, then \( O_{b} \) and \( icost_{b} \) are updated (lines 14–15). The iterative loop terminates whenever the number of elements in \( R_{\text{set}} \) reaches to 100 or the last 20 ready sets obtained by Hcub are identical\(^2\) (line 16).

### 4.2. Implementation of the ILP technique

The ILP function used in \textsc{hcub+ilp-ds} consists of four main parts: (i) generation of constant implementations; (ii) construction of the Boolean network that represents the implementations of constants; (iii) formalization of the problem as a 0–1 ILP problem; (iv) obtaining the minimum solution. These parts are described in detail next.

#### 4.2.1. Generation of constant implementations

After the set of operations (\( O \)) realizing the MCM instance is found by Hcub, in the \texttt{GenerateReadySet} function, we also compute the depth (adder-step [8]) of each intermediate and target constant of \( R \) in the network of addition and subtraction operations of \( O \). After the depth-1 constants are included into \( R \), we sort the constants in \( R \) according to their depth values in ascending order. The part of the algorithm, where the implementations of constants are found, is given as follows:

1. Take an element from \( R \), \( r_{i} \), except ‘1’ that denotes the variable which the constants are multiplied with. Form an empty set, \( I_{i} \), associated with \( r_{i} \) that will include the inputs and the amount of left shifts at the inputs of each A-operation which computes \( r_{i} \).
2. For each A-operation that generates \( r_{i} \):
   (a) Make each of its inputs positive and odd, and determine the amount of left shifts of the inputs.
   (b) Add its positive and odd inputs and their amount of left shifts to the set \( I_{i} \).
3. Repeat step 1 until all elements of \( R \) are considered.

To find all possible A-operations that implement an element of \( R \), \( r_{i} \), we assign \( r_{i} \) to the output of an A-operation given in Eq. (3). Then, for each constant \( r_{j} \), where \( 0 \leq j \leq i-1 \), we assign \( r_{j} \) to the input \( u \) of the A-operation and by changing the left shifts \( l_{1} \) and \( l_{2} \) (the right shift \( r_{j} \) is set to 0), and the sign \( s \) values, we compute the input \( v \) of the A-operation. Note that left shifts are restricted to \( bw+1 \) and only one of them is set to a value greater than 0 and the other is set to 0, since only positive and odd constants are considered. If \( v \) is an element of \( R \), \( r_{k} \), where \( 0 \leq k \leq i-1 \), this operation is determined as a possible implementation of \( r_{i} \). These restrictions come from the fact that the MCM operation forms a directed acyclic graph and does not include feedback loops [25]. By doing so, we also ensure that the implementation of each constant determined by Hcub is considered in the 0–1 ILP formalization. Thus, we guarantee that the optimized digit-serial MCM design will always have less or equal area as the digit-serial MCM design obtained by Hcub.

As a simple example, consider one of the solutions of Hcub on a single constant 21 which requires two operations, i.e., \( 17 = 1 \times 4 + 1 \) and \( 21 = 1 \times 2 + 17 \). The depth-1 constants are added to \( R \), the ready set is formed as \( R = \{1, 3, 5, 7, 9, 15, 17, 31, 33, 63\} \). Among many others, five implementations of the constant 21 including also the solution of Hcub can be given as \( 21 = 1 \times 2 + 17, 21 = 1 \times 4 + 5, 21 = 7 \times 1 + 7, 21 = 3 \times 1 + 15, \) and \( 21 = 3 \times 3 - 3 \). We note that each of these operations yields different implementation cost when they are realized under the digit-serial architecture.

#### 4.2.2. Construction of the boolean network

After all possible implementations of constants in \( R \) are found, these implementations are represented in a Boolean network that includes only AND and OR gates. The properties of the Boolean network can be given as follows:

1. The primary input of the network is the input to be multiplied with the constants denoted by ‘1’.
2. An AND gate in the network represents an addition or a subtraction operation and has two inputs.
3. An OR gate in the network represents a target or an intermediate constant and combines all possible implementations of the constant.
4. The outputs of the network are the OR gate outputs associated with the target constants.

The part of the algorithm where the network is constructed is given as follows:

1. Take an element from \( R \), \( r_{i} \), except ‘1’.
2. For each input pair of an A-operation in \( I_{i} \), generate a two-input AND gate. The inputs of the AND gate are the elements of the input pair, i.e., ‘1’ or the outputs of the OR gates representing the target and intermediate constants in the network.
3. Generate an OR gate associated with \( r_{i} \) where its inputs are the outputs of AND gates determined in Step 2.
4. If \( r_{i} \) is a target constant, assign the output of the corresponding OR gate as the output of the network.
5. Repeat Step 1 until all elements in \( R \) are considered.

The network generated for the target constant 21, which shows only its five realizations listed previously, is given in Fig. 7. In this figure, 1-input OR gates for the intermediate constants 5, 7, 15, and 17 are omitted and the type of each operation is shown inside of each AND gate.

#### 4.2.3. The 0–1 ILP formalization

We need to include optimization variables into the network, so that the gate-level area optimization problem in digit-serial multiple constant multiplications, INTEGRATION, the VLSI Journal (2011), doi:10.1016/j.vlsi.2011.11.008

\[^2\] These values are determined empirically based on experiments.

\[^3\] Considering the shift-adds network of Fig. 2(c) as an example, the depth of 7, 29, and 43 is computed as 1, 2, and 3, respectively.
the AND gate. In the cost function to be minimized, the cost value of this type of optimization variable is determined as the implementation cost of the digit-serial operation at gate-level considering its type (addition or subtraction) and the digit size (d), as described in Section 2.3.

In order to maximize the sharing of left shifts, i.e., the D flip-flops at gate-level, for each constant c in the network, we initially find the maximum amount of left shift that the constant c has, i.e., mlsc. Then, for each constant c with mlsc greater than zero, we introduce mlsc optimization variables representing left shifts of c from 1 to mlsc, i.e., optc−1, optc−2, ..., optc−mlsc. In the cost function to be minimized, the cost value of this type of optimization variable is determined as the implementation cost of one D flip-flop, as described in Section 2.3. The inclusion of these optimization variables into the network is done for each AND gate in the network representing an addition/subtraction operation. If an input signal of an operation c (denoting the input variable, an intermediate constant, or a target constant) is shifted by ls > 0 times, then to the related AND gate, we include ls additional inputs standing for the optimization variables associated with the ls left shift of the input signal c, i.e., optc−1, optc−2, ..., optc−ls.

Some simplifications in the network can also be achieved. Note that the variable denoted by 1, which represents the input variable x, can be eliminated from the inputs of the AND gates, because its logic value is always one (i.e., it is always available). Thus, Fig. 8 illustrates the network generated for the target constant 21 after the simplifications are done and the optimization variables are added.

After the optimization variables are added into the network, the generation of the 0–1 ILP problem is straightforward. The cost function of the 0–1 ILP problem is constructed as a linear function of optimization variables, where the cost value of each optimization variable is determined as described before. Also, the constraints of the 0–1 ILP problem are obtained by finding the Conjunctive Normal Form (CNF) formulas of each gate in the network and expressing each clause of the CNF formulas as a linear inequality, as described in [26]. For example, a 3-input AND gate, \( d = a \land b \land c \), is translated to CNF as \((a + \overline{d})(b + \overline{d})(c + \overline{d})\) and converted to linear constraints as \(-d \leq 0, \quad b - d \geq 0, \quad c - d \geq 0, \quad -a - b + c + d \leq 2\). The outputs of the network, i.e., the outputs of OR gates associated with the target constants, are set to 1, since the implementation of target constants is aimed. Thus, the generated model can serve as an input to a generic 0–1 ILP solver.

4.2.4. Finding the minimum solution

A generic 0–1 ILP solver will search the minimum value of the cost function on the generated 0–1 ILP problem by satisfying the constraints that represent how the target and intermediate constants are implemented. The set of operations, which yields the minimum area solution, consists of the addition/subtraction operations whose optimization variables are set to 1 by the 0–1 ILP solver.

5. The MINAS-DS algorithm

As opposed to HCUB+ILP-DS that iteratively finds a local minimum solution of the MCM problem and searches a digit-serial MCM design with optimal area around this local minimum solution, MINAS-DS searches the “best” intermediate constants that lead to a digit-serial MCM operation with optimal area while synthesizing all the target constants. During the selection of an intermediate constant for the implementation of the not-yet synthesized target constants in each iteration, MINAS-DS favors the one that can be synthesized using the least hardware and will enable to implement the not-yet synthesized target constants in a smaller area with the available constants. After a set of target and intermediate constants that realizes the MCM operation is found, each constant is synthesized using an A-operation that yields optimal area in digit-serial MCM design.

The preprocessing phase of the MINAS-DS algorithm is the same as that of the HCUB+ILP-DS algorithm. The main part of the algorithm and its routines are given in Figs. 9 and 10, respectively. In MINAS-DS, the ready set, \( R = \{1\} \), is formed initially and then, the target constants that can be implemented with the elements of the ready set using a single operation are found and moved to the ready set iteratively using the Synthesize function presented in Fig. 10. Note that as done in the algorithms of [16,17], the right shift of an A-operation is always assumed to be zero in MINAS-DS. If there exist unimplemented constants in the target set, then in its iterative loop (lines 3–13 of Fig. 9), an intermediate constant is added to the ready set until there is no element left in the target set. The MINAS-DS algorithm considers the positive and odd constants that are not included in the current ready and target sets (lines 4 and 5) and that can be implemented with the elements of the current ready set using a single operation.
MINAS-DS(T, bw, d)
1: R ← {1}
2: (R, T) = Synthesize(R, T)
3: while T ≠ ∅ do
4: for j = 1 to 2^bw+1 - 1 step 2 do
5: if j ∉ R and j ∉ T then
6: imcost_j = ComputeCost({j}, R, d)
7: if imcost_j ≠ 0 then
8: A ← R ∪ {j}
9: imcost_T = ComputeTCost(T, A, d)
10: icost_j = imcost_j + imcost_T
11: Find the intermediate constant, ic, with the minimum
   icost_j cost among all possible constants, j
12: R ← R ∪ {ic}
13: (R, T) = Synthesize(R, T)
14: D = SynthesizeMinMaxArea(R, d)
15: return D

Fig. 9. Main part of the MINAS-DS algorithm.

(lines 6 and 7) as possible intermediate constants. In MINAS-DS, the
ComputeCost function (line 6) searches all A-operations that compute
the constant with the elements of the current ready set. If the
implementations of the constant are found, it determines the cost
of each operation under the digit-serial architecture (as described in
Section 2.3) and returns its minimum implementation cost among
possible operations. Otherwise, it returns a 0 value indicating that the
constant cannot be synthesized using an operation with the elements
of the current ready set. After a possible intermediate constant is
found, it is included into the working ready set, A, and its implications
on the current target set are found by the ComputeTCost function
(lines 8 and 9). In this function, similar to ComputeCost, the minimum
implementation costs of the target constants that can be synthesized
with the elements of the working ready set A, are determined under
the digit-serial architecture. For each target constant, tk, that cannot
be implemented with the elements of A, its cost value is determined
as its maximum implementation cost, maxcost(tk), computed as if it
requires a digit-serial addition operation with digit size d and \[ \log_2(t_k) \] D flip-flops for the left shifts. Then, the cost of the intermediate
constant is determined as its minimum implementation cost plus the
implementation costs of the not-yet synthesized target constants
(line 10). After the cost value of each possible intermediate constant is
found, the one with the minimum cost is added to the current ready
set and its implications on the current target set are found using the
Synthesize function (lines 11–13).

When there are no elements left in the target set, the SynthesizeMinMaxArea function (line 14) is applied on the final ready
set to find the set of A-operations that yields a digit-serial MCM
design with optimal area. Note that in each iteration of MINAS-DS,
the cost of an intermediate constant is determined by an operation
whose inputs are available in the current ready set. However,
the recently added intermediate constants may yield better
realizations of previously added constants. Hence, we formalize
this problem as a 0-1 ILP problem, similar to the formalization
described in Section 4.2. In this case, the possible implementa-
tions of the constants are found by the GenerateImp function
given in Fig. 10.

6. Experimental results

This section presents the results of the HCUB+ILP-DS and MINAS-DS
algorithms at both high-level and gate-level and compare them
with those of prominent algorithms designed for the MCM
problem and the optimization of gate-level area problem in
digit-serial MCM operation. This section is divided into two parts.

In the first part, we introduce the results of high-level algorithms on randomly generated instances and on the multiplier blocks of
FIR filters. In the second part, we present the gate-level results of
digit-serial MCM and FIR filter designs that are implemented
based on the solutions of high-level algorithms and we compare these algorithms with those realized using generic digit-serial constant multipliers [15].

6.1. Results on high-level implementations

As the first experiment set, we used sets of instances that include a number of constants, n, ranging from 10 to 100, where each set includes 30 instances and the costs are 12-bit randomly generated numbers. Table 1 presents the high-level results of the algorithms [8,10,11] designed for the MCM problem and the exact CSE algorithm [24], HCUB + ILP-DS, and MINAS-DS designed for the optimization of gate-level area problem in digit-serial MCM operation. In this experiment, the digit size d was taken as 1. In CSE algorithms [8,24], the constants were defined under MSB representation. In this table, op and sh stand for the average number of operations and shifts, respectively. Also, hc (in \( \text{mm}^2 \)) denotes the average implementation cost of bit-serial MCM designs obtained by the high-level algorithms. In the computation of hc, the cost of an FA, a D flip-flop, and an inverter was taken as 90, 52, and 6, respectively, the area (in \( \text{mm}^2 \)) of these components in UMCLogic 0.18 \( \mu \text{m} \) Generic II design library.

Observe from Table 1 that the algorithms designed for the MCM problem find solutions with fewer number of operations than those designed for the optimization of gate-level area problem in digit-serial MCM operation. However, their solutions yield bit-serial MCM designs that occupy larger area than those obtained by the algorithms designed for the optimization of gate-level area problem in digit-serial MCM operation. This is simply because the algorithms designed for the MCM problem do not consider the sharing of shifts that require D flip-flops in digit-serial arithmetic. Note that while the average number of operations on solutions found by the exact GB algorithm [11] and MINAS-DS is the same instance where \( n \) is larger than 20, the reduction on the average number of shifts operations on solutions obtained by these algorithms reaches up to 77% when \( n = 100 \). A similar observation is also valid between Hcub and HCUB + ILP-DS. We also note that both exact CSE algorithms [8,24] obtain worse solutions than the GB algorithms under their optimization objectives. This is simply due to the smaller search space of a CSE algorithm, which is restricted by a particular number representation.

As the second experiment set, we again used randomly generated instances whose specifications are similar to the one given in the first experiment set, except 16-bit constants are used in this case. Table 2 presents the high-level results of only GB algorithms, since the exact CSE algorithm of [24] finds these instances hard to handle. This table introduces the results of the RAG-n [9] algorithm designed for the MCM problem and the HCUB + ILP-DS algorithm, designed for the optimization of gate-level area problem in digit-serial MCM operation. The RAG-n + ILP-DS algorithm is similar to HCUB + ILP-DS given in Fig. 6, except RAG-n is used to obtain a solution on an MCM instance instead of Hcub on line 5 of Fig. 6. In the algorithms given in Table 2, d was taken as 1.

As can be observed from Table 2, RAG-n + ILP-DS and HCUB + ILP-DS significantly improve the solution of RAG-n and Hcub, respectively, for the digit-serial MCM design. The maximum and minimum average area improvements between RAG-n and RAG-n + ILP-DS are computed as 25.4% and 13.7% when \( n = 20 \) and 90, respectively. These maximum and minimum values between Hcub and HCUB + ILP-DS are 25.4% and 14.4% when \( n = 10 \) and 70, respectively.

Table 1

<table>
<thead>
<tr>
<th>Optimization of the number of operations</th>
<th>Optimization of area in digit-serial MCM design</th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td>op</td>
</tr>
<tr>
<td>---</td>
<td>----</td>
</tr>
<tr>
<td>10</td>
<td>15.5</td>
</tr>
<tr>
<td>20</td>
<td>26.5</td>
</tr>
<tr>
<td>30</td>
<td>36.7</td>
</tr>
<tr>
<td>40</td>
<td>46.0</td>
</tr>
<tr>
<td>50</td>
<td>55.9</td>
</tr>
<tr>
<td>60</td>
<td>65.4</td>
</tr>
<tr>
<td>70</td>
<td>75.1</td>
</tr>
<tr>
<td>80</td>
<td>83.2</td>
</tr>
<tr>
<td>90</td>
<td>92.7</td>
</tr>
<tr>
<td>100</td>
<td>101.7</td>
</tr>
</tbody>
</table>

Table 2

<table>
<thead>
<tr>
<th>Optimization of the number of operations</th>
<th>Optimization of area in digit-serial MCM design</th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td>op</td>
</tr>
<tr>
<td>---</td>
<td>----</td>
</tr>
<tr>
<td>10</td>
<td>28.7</td>
</tr>
<tr>
<td>20</td>
<td>48.3</td>
</tr>
<tr>
<td>30</td>
<td>62.1</td>
</tr>
<tr>
<td>40</td>
<td>74.2</td>
</tr>
<tr>
<td>50</td>
<td>82.9</td>
</tr>
<tr>
<td>60</td>
<td>93.5</td>
</tr>
<tr>
<td>70</td>
<td>100.3</td>
</tr>
<tr>
<td>80</td>
<td>106.4</td>
</tr>
<tr>
<td>90</td>
<td>114.5</td>
</tr>
<tr>
<td>100</td>
<td>123.7</td>
</tr>
</tbody>
</table>
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This is simply due to the ILP technique used in the algorithms of RAG-N+ILP-DS and HCUB+ILP-DS. Also, the solution of an MCM algorithm used in the approach of Fig. 6, i.e., RAG-n or Hcub in this case, has a significant impact on the implementation cost of the bit-serial MCM design. While RAG-n finds a solution with larger number of operations when compared to Hcub on these instances, the solutions of RAG-N+ILP-DS also include larger number of bit-serial addition, subtraction, and left shift operations than HCUB+ILP-DS, increasing the complexity of the bit-serial MCM design. Observe from Tables 1 and 2 that HCUB+ILP-DS obtains the best solutions in terms of the implementation cost on most of the instances. Note that MINAS-DS finds solutions with less number of addition and subtraction operations and its solutions generally include greater number of left shift operations than HCUB+ILP-DS, yielding bit-serial MCM designs with larger implementation cost. However, as the number of constants (n) and the bit-width of the constants increase, e.g., when n is greater than 70 in Table 2, MINAS-DS finds significantly better solutions than HCUB+ILP-DS in terms of the number of addition and subtraction operations that makes its results on the implementation cost competitive with HCUB+ILP-DS.

As the third experiment set, we used the FIR filters given in Table 3 where coefficients were computed with the remez algorithm in MATLAB. In this table, pass and stop are normalized frequencies that define the passband and stopband, respectively, # tap is the number of coefficients, and width is the bit-width of the filter coefficients.

The high-level results of algorithms on the multiplier blocks of these FIR filters when d is equal to 1 are presented in Table 4. In this table, mul stands for the number of required bit-serial constant multipliers, which is actually the number of unrepeated positive and odd filter coefficients. Also, cpu denotes the required CPU time in seconds for the high-level algorithms to find a solution on a PC with Intel Xeon at 2.33 GHz and 4 GB of memory running Linux. We note that although HCUB+ILP-DS and MINAS-DS were written in MATLAB, HCUB+ILP-DS uses Hcub written in C++ and both algorithms use SCIP 2.0 [27] as a 0–1 ILP solver, which is also implemented in C++.

As can be observed from Table 4, although HCUB+ILP-DS and MINAS-DS obtain similar results in terms of implementation cost, there are instances that MINAS-DS find better solutions than HCUB+ILP-DS, e.g., Filters 1, 2, 6, and 8. Moreover, both HCUB+ILP-DS and MINAS-DS obtain better solutions than the algorithms designed for the MCM problem. However, their solutions require higher computational effort than these algorithms. For HCUB+ILP-DS, this depends heavily on the performance of the 0-1 ILP solver and on how many different MCM solutions that the algorithm considers. We note that the run-time of the SCIP 2.0 solver on the 0-1 ILP problems generated by ILP function took maximum 23.17 s and 4.86 s on average, on overall instances. For MINAS-DS, it depends on the number of intermediate constants considered in its loop given on lines 3–13 of Fig. 9. Hence, there are instances that MINAS-DS can find a solution in less run-time than HCUB+ILP-DS, e.g., Filters 4, 7, 9, and 10. Note also that while HCUB+ILP-DS and MINAS-DS have to consider all possible implementations of constants in order to find the minimum gate-level cost of each operation under the digit-serial architecture, in the algorithms designed for the MCM problem, finding only one A-operation is enough to implement a constant.

### Table 3
**FIR filter specifications.**

<table>
<thead>
<tr>
<th>Filter</th>
<th>pass</th>
<th>stop</th>
<th># tap</th>
<th>width</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.10</td>
<td>0.15</td>
<td>200</td>
<td>16</td>
</tr>
<tr>
<td>2</td>
<td>0.10</td>
<td>0.15</td>
<td>240</td>
<td>16</td>
</tr>
<tr>
<td>3</td>
<td>0.10</td>
<td>0.25</td>
<td>180</td>
<td>16</td>
</tr>
<tr>
<td>4</td>
<td>0.10</td>
<td>0.25</td>
<td>200</td>
<td>16</td>
</tr>
<tr>
<td>5</td>
<td>0.10</td>
<td>0.20</td>
<td>240</td>
<td>16</td>
</tr>
<tr>
<td>6</td>
<td>0.10</td>
<td>0.20</td>
<td>300</td>
<td>16</td>
</tr>
<tr>
<td>7</td>
<td>0.15</td>
<td>0.25</td>
<td>200</td>
<td>16</td>
</tr>
<tr>
<td>8</td>
<td>0.15</td>
<td>0.25</td>
<td>240</td>
<td>16</td>
</tr>
<tr>
<td>9</td>
<td>0.20</td>
<td>0.25</td>
<td>240</td>
<td>16</td>
</tr>
<tr>
<td>10</td>
<td>0.20</td>
<td>0.25</td>
<td>300</td>
<td>16</td>
</tr>
</tbody>
</table>

4. The filters are available at http://algos.inesc-id.pt/multicon

6.2. Results on gate-level implementations

Table 5 presents the gate-level results of the bit-serial MCM designs obtained by the high-level algorithms in Table 4, which were obtained using the Synopsys Design Compiler with UMCLogic 0.18 μm Generic II library. In this table, A, D, and P denote, respectively, the area in µm², the delay of the critical path in ns, and the total dynamic power dissipation in mW. This table also presents the gate-level results of each MCM block designed using bit-serial constant multipliers, which is adapted from the sequential multiplier described in [15]. Note that the bit-width of the filter input (N) was taken as 16 and the necessary hardware to convert the bit-serial outputs to parallel, as described in Section 2.4, was also included in the MCM designs for both design architectures. During the technology mapping, the bit-serial MCM operations were synthesized under the minimum area design strategy without a constraint on the clock frequency.

Observe from Tables 4 and 5 that although the bit-serial MCM designs are synthesized using the Synopsys Design Compiler, which includes advanced optimization algorithms, there is a high correlation between the implementation costs (hc) at high-level and the gate-level area (A) results. As expected from high-level results, the solutions of HCUB+ILP-DS and MINAS-DS yield less complex bit-serial MCM designs when compared to those obtained by the algorithms designed for the MCM problem. Although the delay in the critical path is increased, power dissipation is decreased slightly in bit-serial MCM designs obtained by HCUB+ILP-DS and MINAS-DS. Also, the design of bit-serial MCM operations under the shift-adds architecture lead to significant area improvement with respect to those realized with bit-serial constant multipliers [15].

Among the filters in Table 3, we selected Filter 4 to further analyze our algorithms since the multiplier block of this filter requires the largest number of addition and subtraction operations as shown in Table 4. Table 6 presents the gate-level results on its multiplier block designed based on the solutions of HCUB+ILP-DS and MINAS-DS when d is 1, 2, 4, and 8. We note that N was again taken as 16 and the maximum bit-width of filter coefficients (bw) is 16. Thus, according to Eq. (6), the number of clock cycles required to obtain the results of all constant multiplications is 32, 16, 8, and 4 when d is equal to 1, 2, 4, and 8, respectively. Hence, in this table, L denotes the latency (#clockcycles × D) and E stands for the consumed energy (#clockcycles × D × P) in fJ (10⁻¹⁵ W s) in the MCM design while obtaining the results of all constant multiplications. Also, AEP and AEP stand for the area–latency product and the area–energy product, respectively.

Observe from Table 6 that as the digit size is decreased, the area and delay of the MCM design is also decreased. However, as the digit-size is decreased, the number of clock cycles required to obtain the filter output is increased, that consequently increases the latency and the energy consumed by the design. This enables a designer to explore the optimal tradeoff between area, latency, and consumed energy by changing the digit size parameter (d).
level area results, the solutions of MINAS-DS yield high-speed and values when compared to those obtained by the solutions of low-power digit-serial MCM designs and have lower serial MCM design, the high-level algorithms should also take into that in order to reduce the latency and consumed energy of digit-

Moreover, although Hcub + ILP-DS and MINAS-DS obtain similar gate-

Table 4
Summary of results of algorithms on MCM blocks of the FIR filters in Table 3 for d = 1.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>A (mm²)</th>
<th>D (ns)</th>
<th>L (ns)</th>
<th>A (µW)</th>
<th>E (fJ)</th>
<th>AEP (fJ)</th>
<th>W</th>
<th>143.04</th>
<th>78.40</th>
<th>45.20</th>
<th>29.32</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hcub + ILP-DS</td>
<td>82.7</td>
<td>5.53</td>
<td>176.96</td>
<td>14.635</td>
<td>0.169</td>
<td>24.69</td>
<td>0.147</td>
<td>2.15</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MINAS-DS</td>
<td>82.8</td>
<td>4.47</td>
<td>143.04</td>
<td>11.844</td>
<td>0.165</td>
<td>19.54</td>
<td>1.062</td>
<td>9.32</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5
Summary of gate-level results of MCM blocks of the FIR filters in Table 3 for d = 1.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>A (µW)</th>
<th>D (ns)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hcub + ILP-DS</td>
<td>14.635</td>
<td>0.169</td>
</tr>
<tr>
<td>MINAS-DS</td>
<td>11.844</td>
<td>0.165</td>
</tr>
</tbody>
</table>

Table 6
Gate-level results of digit-serial multiplier block of Filter 4.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>d</th>
<th>1</th>
<th>2</th>
<th>4</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hcub + ILP-DS</td>
<td>A (mm²)</td>
<td>82.7</td>
<td>82.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>D (ns)</td>
<td>5.53</td>
<td>4.47</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L (ns)</td>
<td>176.96</td>
<td>143.04</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A (µW)</td>
<td>14.635</td>
<td>11.844</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E (fJ)</td>
<td>0.169</td>
<td>0.165</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AEP (fJ)</td>
<td>24.69</td>
<td>19.54</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

| MINAS-DS | A (mm²) | 82.8 |
| D (ns) | 4.47 |
| L (ns) | 143.04 |
| A (µW) | 11.844 |
| E (fJ) | 0.165 |
| AEP (fJ) | 19.54 |

account the delay of the design, which is generally defined as the maximum number of operations in series and commonly known as the number of adder-steps [8].

Table 7 presents the gate-level results of digit-serial designs of Filter 4, which is implemented in its transposed form as given in Fig. 1 under two architectures: shift-adds (shift-adds) and generic constant multipliers (cons. mult.). When d is 1, 2, 4, and 8, the multiplier block of the FIR filter is designed using digit-serial addition, subtraction, and shift operations determined by the solution of MINAS-DS under the shift-adds architecture and it is implemented using digit-serial constant multipliers [15] under the cons. mult. architecture. For bit-parallel processing (when d = 16), under the shift-adds architecture, the multiplier block is designed using addition and subtraction operations obtained by the solution of the exact GB algorithm [11]. Under the cons. mult. architecture, the multiplication of each filter coefficient by the filter input in the multiplier block is initially described as constant multiplications in VHDL and then, the FIR filter with this multiplier block is designed by the logic synthesis tool. We note that the bit-width of the filter output is 35, hence, the number of clock cycles required to obtain the filter output is 35, 18, 9, and 5 when d is 1, 2, 4, and 8, respectively. When d is 16, the filter output is obtained in 1 clock cycle.

Observe from Table 7, although latency and consumed energy is slightly increased on some cases under the shift-adds architecture with respect to cons. mult., the area is always smaller and the maximum area reduction between these architectures reaches up
to 34.1% when d is equal to 8. Moreover, although the bit-parallel implementation of the FIR filter has the best ALP and AEP values, its digit-serial realizations yield less complex FIR filters albeit with a cost of an increased latency and energy consumption.

7. Conclusions

This article presented high-level algorithms for the optimization of gate-level area in digit-serial MCM design. The main advantage of these algorithms is that they consider the gate-level cost of each digit-serial addition, subtraction, and shift operation while synthesizing the constant multiplications. The experimental results showed that they yield less complex digit-serial MCM designs when compared to those obtained by prominent algorithms designed for the MCM problem. It was indicated that the use of shift-adds architecture leads to significant area improvement in digit-serial MCM designs with respect to those realized with digit-serial constant multipliers. It was also shown that the realization of digit-serial MCM operations and FIR filters under different digit sizes enables a designer to explore the optimal tradeoff between area and delay and to find a circuit that fits best on a specific application.
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Table 7

Gate-level results of complete digit-serial Filter 4.

<table>
<thead>
<tr>
<th>Arch.</th>
<th>d</th>
<th>A (mm²)</th>
<th>D (ns)</th>
<th>L (ns)</th>
<th>ALP</th>
<th>P (µW)</th>
<th>E (fJ)</th>
<th>AEP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>201.7</td>
<td>5.45</td>
<td>0.503</td>
<td>38.474</td>
<td>5.09</td>
<td>2135</td>
<td>19</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>214.8</td>
<td>6.16</td>
<td>0.593</td>
<td>23813</td>
<td>6.94</td>
<td>3850</td>
<td>28</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>228.9</td>
<td>6.94</td>
<td>0.694</td>
<td>14297</td>
<td>7.70</td>
<td>3850</td>
<td>28</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>281.1</td>
<td>7.70</td>
<td>0.923</td>
<td>10822</td>
<td>9.00</td>
<td>3850</td>
<td>33</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>322.9</td>
<td>9.00</td>
<td>1.06</td>
<td>3197</td>
<td>9.00</td>
<td>3850</td>
<td>33</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>cons.mult.</th>
<th>A (mm²)</th>
<th>D (ns)</th>
<th>L (ns)</th>
<th>ALP</th>
<th>P (µW)</th>
<th>E (fJ)</th>
<th>AEP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>252.0</td>
<td>5.79</td>
<td>1042</td>
<td>35015</td>
<td>0.619</td>
<td>86.01</td>
<td>21675</td>
</tr>
<tr>
<td></td>
<td>264.8</td>
<td>6.92</td>
<td>27597</td>
<td>35015</td>
<td>0.706</td>
<td>73.58</td>
<td>19484</td>
</tr>
<tr>
<td></td>
<td>269.7</td>
<td>12.00</td>
<td>16797</td>
<td>35015</td>
<td>0.779</td>
<td>48.52</td>
<td>13085</td>
</tr>
<tr>
<td></td>
<td>322.9</td>
<td>9.00</td>
<td>22674</td>
<td>35015</td>
<td>1.023</td>
<td>61.38</td>
<td>3389</td>
</tr>
<tr>
<td></td>
<td>371.7</td>
<td>4.00</td>
<td>18797</td>
<td>35015</td>
<td>1.22</td>
<td>43.92</td>
<td>9897</td>
</tr>
<tr>
<td></td>
<td>439.0</td>
<td>9.00</td>
<td>15804</td>
<td>35015</td>
<td>9.00</td>
<td>439.0</td>
<td>9897</td>
</tr>
<tr>
<td></td>
<td>543.7</td>
<td>9.00</td>
<td>23196</td>
<td>35015</td>
<td>9.00</td>
<td>439.0</td>
<td>9897</td>
</tr>
<tr>
<td></td>
<td>19281</td>
<td>9.00</td>
<td>23196</td>
<td>35015</td>
<td>9.00</td>
<td>439.0</td>
<td>9897</td>
</tr>
</tbody>
</table>
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