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Performance of deep-submicrometer very large scale integrated
(VLSI) circuits is being increasingly dominated by the interconnects
due to decreasing wire pitch and increasing die size. Additionally,
heterogeneous integration of different technologies in one single
chip is becoming increasingly desirable, for which planar (two-di-
mensional) ICs may not be suitable. This paper analyzes the limita-
tions of the existing interconnect technologies and design method-
ologies and presents a novel three-dimensional (3-D) chip design
strategy that exploits the vertical dimension to alleviate the inter-
connect related problems and to facilitate heterogeneous integra-
tion of technologies to realize a system-on-a-chip (SoC) design. A
comprehensive analytical treatment of these 3-D ICs has been pre-
sented and it has been shown that by simply dividing a planar chip
into separate blocks, each occupying a separate physical level inter-
connected by short and vertical interlayer interconnects (VILICs),
significant improvement in performance and reduction in wire-lim-
ited chip area can be achieved, without the aid of any other circuit
or design innovations. A scheme to optimize the interconnect dis-
tribution among different interconnect tiers is presented and the ef-
fect of transferring the repeaters to upper Si layers has been quan-
tified in this analysis for a two-layer 3-D chip. Furthermore, one
of the major concerns in 3-D ICs arising due to power dissipation
problems has been analyzed and an analytical model has been pre-
sented to estimate the temperatures of the different active layers. It
is demonstrated that advancement in heat sinking technology will
be necessary in order to extract maximum performance from these
chips. Implications of 3-D device architecture on several design is-
sues have also been discussed with especial attention to SoC design
strategies. Finally, some of the promising technologies for manufac-
turing 3-D ICs have been outlined.

Keywords—3-D ICs, heterogeneous integration, interconnect
performance, optical I/Os, power dissipation, system interconnects,
system-on-a-chip design, VLSI design.

Manuscript received August 30, 2000; revised February 28, 2001. This
work was supported by the Defense Advanced Research Projects Agency
AME Program and the MARCO Interconnect Technology Focus Center.

The authors are with the Center for Integrated Systems, Stanford Univer-
sity, Stanford, CA 94305 USA (e-mail: kaustav@ee.stanford.edu).

Publisher Item Identifier S 0018-9219(01)04184-6.

I. MOTIVATION FOR 3-D ICS

The unprecedented growth of the computer and the infor-
mation technology industry is demanding very large scale
integrated (VLSI) circuits with increasing functionality
and performance at minimum cost and power dissipation.
VLSI circuits are being aggressively scaled to meet this
demand. This, in turn, has introduced some very serious
problems for the semiconductor industry. Continuous
scaling of VLSI circuits is reducing gate delays but rapidly
increasing interconnect delays. The International Tech-
nology Roadmap for Semiconductors (ITRS) [1] predicts
that, beyond the 130-nm technology node, performance
improvement of advanced VLSI is likely to begin to saturate
unless a paradigm shift from present IC architecture is
introduced. Also, increasing interconnect loading affects the
power consumption in high-performance chips. In fact, a
significant fraction of the total chip power consumption can
be due to the wiring network used for clock distribution,
which is usually realized using long global wires. Addition-
ally, interconnect scaling has significant implications for
traditional computer-aided-design (CAD) methodologies
and tools which are causing the design cycles to increase,
thus increasing the time-to-market and the cost per chip
function. Furthermore, increasing drive for the integration
of disparate signals (digital, analog, RF) and technologies
(SOI, SiGe HBTs, GaAs, and so on) is introducing various
system-on-a-chip (SoC) design concepts, for which existing
planar (two-dimensional) IC design may not be suitable.

A. Interconnect Limited VLSI Performance

In single Si layer (2-D) ICs, chip size is continually in-
creasing despite reductions in feature size made possible by
advances in IC technology such as lithography and etching
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Fig. 1. Typical gate and interconnect delays as a function of
technology nodes (minimum feature sizes). The interconnect delay
assumes an optimally repeatered line and includes the delay due to
the repeaters.

and reduction in defect density [1]. This is due to the ever-
growing demand for functionality and higher performance,
which causes increased complexity of chip design, requiring
more and more transistors to be closely packed and con-
nected [2]. Smaller feature sizes have dramatically improved
device performance [3]–[5]. The impact of this miniatur-
ization on the performance of interconnect wires, however,
has been less positive [6]–[10]. Smaller wire cross sections,
smaller wire pitch, and longer lines to traverse larger chips
have increased the resistance and the capacitance of these
lines resulting in a significant increase in signal propagation
(RC) delay. As interconnect scaling continues, RC delay is
increasingly becoming the dominant factor determining the
performance of advanced ICs [1], [6]–[10]. Fig. 1 illustrates
this problem, where the gate delay and the interconnect delay
are shown as functions of various technology nodes based on
Table 1 [1]. The interconnect delay has been calculated for
an optimally buffered line, whose length equals the chip edge

, where is the chip area. The methodology used for the
delay calculations is described as follows.

1) Interconnect and Gate Delay:Consider an intercon-
nect of total length . In order to minimize the delay asso-
ciated with this interconnect, it can be optimally buffered by
inserting repeaters between each interconnect segments of
length . The schematic representation is shown in Fig. 2(a).
Fig. 2(b) shows an equivalent RC circuit for one segment of
the system. is the voltage at the input capacitance that
controls the voltage source . is the driver transistor
resistance, is the output parasitic capacitance, and is
the load capacitance of the next stage, andand are the in-
terconnect resistance and capacitance per unit length, respec-
tively. The voltage source ( ) is assumed to switch instan-
taneously when voltage at the input capacitor () reaches a
fraction , of the total swing. Hence, the overall
delay of one segment, , is given by

(1)

Table 1
Optimal Interconnect and Inverter (FO4) Delays at Various
Technology Nodes. Parameters Necessary for the Delay
Calculations are also Shown

where and only depend on the switching model,
i.e., . For instance, for , , and
[11], [12]. If , , and are the resistance, input, and par-
asitic output capacitances of a minimum-sized inverter, re-
spectively, then can be written as where is the
multiples of minimum-sized inverters. Similarly, ,
and . If the total interconnect length is divided
into segments of length , then the overall delay,

, is given by

(2)

It should be noted in the above equation thatand appear
separately and therefore can be optimized separately for
and . The optimum values ofand are given as

(3)

(4)

Note that is independent of the switching model, i.e.,.
Next we substitute (3) and (4) into (1), with

and . We also make two assumptions to simplify
the delay calculations. 1) In the minimum-sized inverter, the
PMOS is twice as large as the NMOS device. This is usually
employed to match the transistor characteristics. Therefore,

, where is the total source/drain junc-
tion capacitance of a minimum-sized NMOS. 2) The output
parasitic capacitance is equal to the load capacitance.
With these assumptions, the optimum values ofand can
be expressed as

and

and the signal delay along an optimally buffered interconnect
of length can be expressed as

(5)

where , and it represents the delay associ-
ated with an inverter that has a fan-out of one (FO1).

The delay in (5) can also be expressed in terms of the delay
of a gate that has a fanout of four (FO4). The FO4 delay
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(a)

(b)

Fig. 2. (a) Optimally repeatered interconnect of lengthL. Here, each repeater has a fanout of one
(FO1). l is the optimal interconnect length between any two repeaters ands represents the optimal
repeater size in multiples of the minimum-sized inverters for a given technology. (b) The equivalent
RC circuit for one segment.

Fig. 3. Cross section of a multilevel interconnect structure showing
interlevel (ILD) and intrametal (IMD) capacitances. The aspect ratio
(A:R:) is defined as (H=W ) and the horizontal pitch,p , is defined
as the sum of line width and lateral spacing between adjacent lines.
The vertical pitch,p , is defined as the sum of line thickness and
vertical spacing between lines on adjacent levels.

is the delay through a buffer (inverter) that is driving four
buffers which are identical to itself or a buffer that is simply
four times as large. The FO4 delay is a useful metric since
any combinational delay, composed of many different types
of static and dynamic CMOS gates, can be divided by FO4,
and this normalized delay holds constant over a wide range
of process technologies, temperatures, and voltages [13]. In
terms of FO4, (5) can be approximately written as

(6)

where , which can be estimated from

(7)

where is the transistor channel length in micrometers
and is in picosecond [13].

2) Resistance Calculations:The resistance per unit
length, , in (6) is generally given by

where is the cross-sectional area of the interconnect. The
width of the interconnect is assumed to be half the horizontal
wire pitch, . The vertical wire pitch, , is assumed to be
equal to the product of the aspect ratio, , and , and the

wire height (thickness) is also assumed to be half the vertical
pitch. and, therefore, can then be expressed as

(8)

3) Capacitance Calculations:The cross section of the
interconnect structure used for capacitance calculation is rep-
resented in Fig. 3. Accounting for the worst case switching,
when adjacent wires switch opposite to the signal line, and
ignoring any fringe capacitance, the total interconnect capac-
itance can be simply expressed as

where and .
The factor of 2 in the denominator for accounts for
the overlap with the orthogonal wires on adjacent levels. The
length of the overlap is taken to be half the length of the
interconnect based on the assumption that wire width is half
the pitch. Assuming , the capacitance per
unit length, in (6) can be expressed as

(9)

From Fig. 1, it can be observed that at the 50-nm technology
node the interconnect delay is nearly two orders of magnitude
higher than the gate delay. Therefore, as feature sizes are
further reduced and more devices are integrated on a chip,
the chip performance will degrade, reversing the trend that
has been observed in the semiconductor industry thus far.

B. Physical Limitations of Cu Interconnects

At 250-nm technology node, copper (Cu) with low-di-
electric was introduced to alleviate the adverse effect of in-
creasing interconnect delay [14]–[18]. However, as shown
in Fig. 1, below 130-nm technology node, substantial inter-
connect delays will result in spite of introducing these new
materials, which in turn will severely limit the chip perfor-
mance. Further reduction in interconnect delay cannot be
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(a)

(b)

Fig. 4. Illustration of (a) AlCu and (b) damascene Cu interconnect
processes.

achieved by introducing any new materials. This problem
is especially acute for global interconnects, which typically
comprise about 10% of total wiring, for current architectures.
Therefore, it is apparent that material limitations will ulti-
mately limit the performance improvement as the technology
scales. Also the problem of long-lossy lines cannot be fixed
by simply widening the metal lines and using thicker inter-
layer dielectric since this conventional solution will lead to
a sharp increase in the number of metallization layers. Such
an approach will increase the complexity, reliability, and cost
and will therefore be fundamentally incompatible with the
industry trend of maximizing the number of chips per wafer
and 25% per year improvement in cost per chip function.
Furthermore, with the aggressive scaling suggested by the
ITRS [1], new physical and technological effects start domi-
nating interconnect properties. It is imperative that these ef-
fects be accurately modeled and incorporated in the wire per-

formance and reliability analyses. The next three subsections
provide quantitative analysis of the impact of these new ef-
fects, caused by scaling, on the resistivity of Cu intercon-
nects.

Before proceeding with the analysis, it is important to un-
derstand the fundamental differences between the metalliza-
tion processes for aluminum (Al) and Cu, as illustrated in
Fig. 4. For Al-based interconnects [19], first a thin layer of
barrier material, titanium (Ti) or titanium nitride (TiN), is
uniformly deposited (blanket deposition) on top of a dielec-
tric layer. The barrier layer is used to prevent any interaction
between Al and the Si substrate, such as junction spiking. It
is also used as an adhesion and texture promoter for the Al
layer. The barrier layer is followed by Al1 deposition and
a very thin layer of TiN (capping layer), that is used as the
antireflection coating for subsequent lithography processes.
These (TiN) layers are also known to improve electromigra-
tion performance of Al interconnects. Thus, the metallization
layer consists of Ti(TiN)–AlCu–TiN, which is then patterned
using a dry-etching process.

In the case of Cu, pattern generation in blanket films
by dry-etching processes is difficult because of the lack of
volatile byproducts of Cu etching [20]. Hence, Cu films
are deposited by the damascene process2 [21] illustrated in
Fig. 4(b). In this process, first a trench is patterned in the
dielectric layer. This is followed by a barrier deposition,
which coats the three surfaces of the trench. The barrier
material is usually a refractory metal such as Ti or Ta or their
nitrides [23]. As discussed later, there are different barrier
deposition technologies. The barrier layer is necessary since
Cu has poor adhesion to most dielectrics and can drift very
quickly through them under electric bias to cause metal to
metal shorts and to reach the underlying Si substrate where
they can diffuse very rapidly through Si interstitial sites and
form deep-level acceptors that can degrade device perfor-
mance [24]. This is then followed by Cu deposition (usually
by electroplating). Next, the unwanted Cu and barrier layers
outside the trenches are removed using chemical–mechan-
ical polishing (CMP) [25]. Finally, a layer of silicon nitride
is deposited which passivates the top surface of the Cu metal
in the trenches. Hence, due to the requirement of the barrier
metal, effective cross section of the Cu interconnects will be
less than the drawn dimensions.

It is commonly believed that material resistivity for Cu
would not change significantly for future interconnects [1].
However, because of an increasing dominance of electron
scattering from the interfaces and because of a greater frac-
tion of interconnect area being consumed by metal barrier in
the future (Fig. 5), the effective resistivity of Cu may rise sig-
nificantly. In addition, the operational temperature of wires
( 373 K) is higher than room temperature (300 K) and can

1In reality, AlCu is employed where proportion of Cu is around 0.5% by
weight. This is done to improve the electromigration lifetime of the inter-
connects.

2In practice, a dual-damascene processing scheme is employed where the
via and the line are patterned sequentially and then filled with copper in
one step [22]. However, since vias are present only at limited number of
positions, Fig. 4(b) is an accurate representation of the cross section of Cu
lines along most of the interconnect length.
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increase further due to self-heating caused by the flow of cur-
rent [12], [26]. The increase in temperature, in turn, would
also increase the wire resistivity. Above effects are next quan-
tified, and more realistic Cu resistivity trends are established.

1) Effect of Interconnect Dimensions on Cu Resis-
tivity: As dimensions shrink, the electron scattering from
the surface becomes comparable to the electron bulk
scattering mechanisms such as phonon scattering. The
dominance of the surface effect depends on the parameter,

, where is the smallest film dimension and
is the bulk mean free path of electrons. Smaller

signifies a larger surface scattering effect. The surface
scattering governed resistivity is given by [27]

(10)

Here, is the resistivity with surface scattering effect,
is the bulk resistivity at a given temperature,is as defined
above, and is the integration variable. The parameteris
a measure of extent of specular scattering at copper/barrier
interface. Its value lies between 0 and 1. signifies
complete diffuse scattering causing maximum decrease in
mobility; hence, a maximum increase in resistivity, whereas

indicates complete specular reflection leading to no
change in resistivity. Values of are influenced by tech-
nology-dependent factors and have been experimentally de-
duced before for various materials under various conditions
[28], [29].

2) Effect of Barrier Thickness on Cu Resistivity:The
second effect which contributes to the increase in the
effective copper resistivity results from a finite cross-sec-
tional area consumed by the higher resistivity metal barrier
encapsulating copper. Barrier thickness, thus its area, de-
pends on the deposition technology as well as the barrier
material. Since barrier thickness can not scale as rapidly as
the interconnect dimensions, it would occupy increasingly
higher fraction of the interconnect cross section area while
restricting the current flow only to the lower resistivity Cu.
The effective resistivity just due to this effect is given by

(11)

Here, is the effective resistivity because of barrier, is
the bulk resistivity at a given temperature, is the area oc-
cupied by the barrier, is the aspect ratio, and is the
horizontal pitch of the interconnect. From the above equa-
tion, it is obvious that as increases, increases.

3) Simulation of Surface Scattering and Barrier Thick-
ness Effects on Cu Resistivity:The resistivities for ITRS dic-
tated future interconnects are evaluated in the light of above
effects. The methodology for extracting future realistic re-
sistivities using various barrier deposition technologies, op-
erating temperatures and values is as follows. SPEEDIE

(a)

(b)

Fig. 5. Illustration of (a) diffuse and specular surface scattering and
(b) effective cross section reduction of copper interconnects due to
barrier.

Fig. 6. Effective resistivity of Cu lines (calculated with both
scattering and barrier effects at 100C and for P = 0:5) as
a function of technology node (dimensions) based on ITRS,
for various barrier deposition technologies. Resistivity of Al
interconnects are also shown for different values of the scattering
parameter,P .

(Stanford Profile Emulator for Etching and Deposition in IC
Engineering) [30] was used to simulate the barrier profile for
different deposition technologies, which was then used to ex-
tract the area consumed by the barrier. The simulations were
performed on dimensions specified in the ITRS. The depo-
sition time in the simulator was varied for each of the sim-
ulated geometries to obtain two conditions corresponding to
a 5-nm and 10-nm minimum barrier thickness, respectively.
The actual minimum barrier thickness in the future would be
dictated by the quality of the barrier.

The effects of various barrier deposition technologies
such as atomic layer deposition (ALD), ionized physical
vapor deposition (IPVD), collimated physical vapor deposi-
tion (c-PVD), and simple physical vapor deposition (PVD)
are quantified in Fig. 6. The value of was taken to be
0.5 [28], the temperature was 100C, and the minimum
barrier thickness was chosen to be 10 nm in this figure. The
resistivity of aluminum interconnects calculated with these
physical effects is also shown in Fig. 6 to demonstrate the
diminishing advantage of copper over aluminum, for future
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Fig. 7. Copper resistivity of global level interconnects versus year
using most conformal technology (ALD), barrier thickness= 10 nm
for various values ofP and temperature.

Fig. 8. Number of repeaters per longest global line as a function of
technology nodes based on ITRS for different barrier technologies.

scaled dimensions. This occurs primarily because unlike
copper, aluminum interconnects do not require barrier on
all four surfaces, and because its intrinsically higher bulk
resistivity compared to that of copper makes the surface
scattering effect less important at comparable dimensions.
It can also be observed that more conformal deposition
technologies such as ALD lead to a much slower rise in
resistivity in future as the barrier deposited using these
technologies leads to a smaller barrier cross sectional area
consumption.

Fig. 7 shows the effect of interface quality, characterized
through the parameter, on future global wire resistivity. Pa-
rameter and temperature are varied. The minimum barrier
thickness is 10 nm, and the deposition technology is assumed
to be the best available, i.e., atomic layer deposition (ALD).
From this figure, it is obvious that, under realistic wire tem-
perature of 100 C and value of 0.5 [28], resistivities as
high as 2.9 cm will be obtained in the year 2010. This

gives about a 70% increase over the nominal bulk copper re-
sistivity (1.7 cm) at room temperature. Under same con-
ditions, simulations revealed resistivities of 3.45 cm and
3.95 cm, for the semiglobal and local interconnects, re-
spectively. It was also found that using any other less con-
formal barrier deposition technology such as ionized phys-
ical vapor deposition (IPVD) or collimated PVD (c-PVD),
the resistivity values for local and semiglobal interconnects
become higher than aluminum technology for the same di-
mensions, in about a decade.

The incorporation of aforementioned technological
constraints on copper resistivity leads to more realistic and
higher line resistances per unit length, than that predicted
using bulk Cu resistivity. As a result, the optimal inter-
connect length [ in (3)] between repeater decreases,
leading to an increase in the total number of repeaters per
line. An example of this impact is shown in Fig. 8. This
figure depicts the number of optimally spaced repeaters that
minimize the line delay versus future years in a chip edge
long global line. The value was 0.5, the barrier thickness
and temperature were 10 nm and 100C, respectively, for
these calculations. As seen from this figure, the number of
repeaters would be underestimated to be around 50 per line
instead of, for example, about 80 using IPVD barrier, at the
0.05- m technology node. Such an underestimation could
lead to a significant underprediction of the area consumed
by repeaters and the power dissipated by them.

The above discussion quantitatively illustrates that in the
near future the material resistivity of copper will rise to pro-
hibitively high values even with the best available deposition
and barrier technologies. At some point, local and semiglobal
tier effective resistivity of copper could become higher than
the corresponding resistivity for aluminum for same ITRS
dictated dimensions. This will make the interconnect delay
even higher than that depicted in Fig. 1 where bulk resistivity
was assumed. This calls for a pressing need to develop Cu
technologies with smooth surfaces along the wire perimeter
to maximize elastic scattering of electrons such that the value
of in (10) may nearly equal one. There is also an urgent
need for the development of barrierless Cu technology and
for lowering the operating wire temperature by going with
higher thermal conductivity packaging materials and/or with
a radically new chip cooling mechanism.

C. Deep-Submicrometer Interconnect Effects on VLSI
Design

Interconnects in deep-submicrometer VLSI present many
challenges to the existing CAD methodologies and tools
[31]. As shown in Fig. 9, typically the design process starts
at thebehavioral level, which consists of a description of
the system and what it is supposed to do (usually in C
or Java programming languages). This description is then
transformed to aRegister Transfer Level(RTL) description
using either the VHDL or Verilog languages. This is then
transformed to a logic level structural representation (a
netlist consisting of logic gates, flip-flops, latches, etc.) by a
process calledlogic synthesis. Finally, a physical mask-level
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Fig. 9. Typical VLSI design process flow.

layout file (such as GDSII) is generated using a process
called physical synthesis, which generates the detailed
floorplanning, placement, and routing.

For deep-submicrometer technologies, a significant man-
ifestation of the interconnect effects arises in the form of
timing closureproblem, which is caused by the inability of
logic synthesis (optimization) tools to account for logic gate
interconnect loading with adequate precision prior to phys-
ical synthesis. This situation is illustrated in Fig. 9. Tradition-
ally, logic optimization is performed usingwire-load models
that statistically predict the interconnect load capacitance as
a function of the fanout based on technology data and design
legacy information [32]. The wire-load model includes an
average delay due to the interconnect connecting the output
of a gate to the other gate inputs. This approach suffices if
the interconnect delays (after physical synthesis) remain neg-
ligible. However, as shown in Fig. 1, for deep-submicrom-
eter technologies, the interconnect delay associated with long
global wires is a dominant fraction of the overall delay. As a
result, the wire-load models become inaccurate for long and
high fanout nets. This deficiency in the existing CAD flows
causes a serious dilemma in deep-submicrometer designs.
On one hand, the increasing circuit complexity (number of
gate counts) requires the CAD methodologies to adopt higher

levels of abstraction (block-basedandhierarchical design)
to simplify and accelerate the design process, while on the
other hand, increasing interconnect delays and other inter-
connect related effects such as crosstalk, make it difficult for
existing CAD tools to obtain timing convergence for the de-
sign blocks within a reasonable number of iterations.

It is instructive to note that the magnitude of the intercon-
nect problem for future deep-submicrometer ICs with greater
than gates (269 million, at the 50-nm node [1]) cannot
be fully comprehended by analyzing the impact of scaling on
module-leveldesigns (with around 50K gates) using standard
wire-load models foraverage-lengthinterconnects. This type
of analysis, which has led some researchers to claim that
interconnect delay is not a problem [33], is not quite ade-
quate for deep-submicrometer VLSI. This is due to the fact
that for deep-submicrometer designs, even if the average-
length wires within small module-level blocks continue to
produce wire delays such that the module-level designs can
be individually handled by the traditional wire-load models,
the number of such blocks required to realize the entire de-
sign would explode resulting in longer and more numerous
interblock interconnects (global wires). Unfortunately, it is
these long global wires that are mainly responsible for the
increasing interconnect delays as pointed out in an earlier
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section. Furthermore, given the various technology and ma-
terial effects arising due to interconnect scaling illustrated
earlier, even some of the intramodule wire delays can be-
come unexpectedly large contrary to usual assumptions as in
[34]. In order to mitigate the interconnect scaling problems,
some researchers have proposed combinedwire planningand
constant-delay synthesis[11], [35]. This methodology is also
based on a block-based design where the interblock wires are
planned or constructed and the remaining wires are handled
through the constant-delay synthesis [36] within the blocks.
The difficulty with this method is that if the blocks are suf-
ficiently large then the timing convergence problem persists.
In contrast, if they are allowed to remain relatively small
such that the constant-delay synthesis with wire-load models
works, then the number of such blocks becomes so large that
the majority of the wiring will be global and the physical
placement of these point-like blocks becomes absolutely crit-
ical to the overall wire planning quality, which represents a
daunting physical design problem. Another work proposed
an interconnect fabric based on a ground–signal–ground wire
grid to make wire loads more predictable [37]. However, this
technique results in significant area penalty.

Apart from the increasing signal transmission delays of
global signals relative to the clock period and gate delay,
there are signal integrity concerns arising from electromag-
netic interference such as interconnect crosstalk, wire-sub-
strate coupling and inductance effects, as well as voltage (IR)
drop effects and signal attenuation induced intersymbol in-
terference (ISI). Also, electromigration and thermal effects in
interconnects impose severe restrictions on signal, bus, and
power/ground line scaling [26], [38].

Thus, it can be concluded that the interconnect problem
in deep-submicrometer VLSI design is not only going to
get bigger due to ever increasing chip complexity, but will
also getworsedue to material and technology limitations
discussed above. Hence, in the near future, existing design
methodologies and CAD tools may not be adequate to deal
with the wiring problem both at the modular and global
levels.

Greater performance and greater complexity at lower cost
are the drivers behind large-scale integration. In order to
maintain these driving forces, it is necessary to find a way to
keep increasing the number of devices on a chip, yet limit or
even decrease the chip size to keep interconnect delay from
affecting chip performance. A decrease in chip size will also
assist in maximizing the number of chips per wafer; thus
maintaining the trend of decreasing cost function. Therefore,
innovative solutions beyond mere materials and technology
changes are required to meet future IC performance goals
[39]. We need to think beyond the current paradigm of
design architecture.

D. System-on-a-Chip Designs

System-on-a-chip (SoC) is a broad concept that refers to
the integration of nearlyall aspectsof a system design on
a single chip [40], [41]. These chips are often mixed-signal
and/or mixed-technology designs, including such diverse
combinations as embedded DRAM, high-performance and

Fig. 10. Schematic of an SoC design using a planar (2-D) IC.

low-power logic, analog, RF, programmable platforms
(software, FPGAs, Flash, etc.), as schematically illustrated
in Fig. 10. They can also involve more esoteric tech-
nologies like microelectromechanical systems (MEMS),
bioelectronics, microfluidics, and optical input–output (I/O)
devices. SoC designs are often driven by the ever-growing
demand for increased system functionality and compactness
at minimum cost, power consumption, and time to market.
These designs form the basis for numerous novel electronic
applications in the near future in areas such as wired and
wireless multimedia communications including high-speed
internet applications, medical applications including remote
surgery, automated drug delivery, and noninvasive internal
scanning and diagnosis, aircraft/automobile control and
safety, fully automated industrial control systems, chemical
and biological hazard detection, and home security and
entertainment systems, to name a few.

There are several challenges to effective SoC designs.
Large-scale integration of functionalities and disparate
technologies on a single chip dramatically increases the
chip area, which necessitates the use of numerous long
global wires. These wires can lead to unacceptable signal
transmission delays and increase the power consumption
by increasing the total capacitance that needs to be driven
by the gates. Also, integration of disparate technologies
such as embedded DRAM, logic, and passive components
in SoC applications introduces significant complexity in
materials and process integration. Furthermore, the noise
generated by the interference between different embedded
circuit blocks containing digital and analog circuits becomes
a challenging problem. Additionally, although SoC designs
typically reduce the number of I/O pins compared to a
system assembled on a printed circuit board (PCB), several
high-performance SoC designs involve very high I/O pin
counts, which can increase the cost/chip. Finally, integration
of mixed signals and mixed technologies on a single die
requires novel design methodologies and tools, with design
productivity being a key requirement.

E. 3-D Architecture

Three-dimensional integration (schematically illustrated
in Fig. 11) to create multilayer Si ICs is a concept that
can significantly improve deep-submicrometer interconnect
performance, increase transistor packing density, and reduce
chip area and power dissipation [42]. Additionally, 3-D
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Fig. 11. Schematic representation of 3-D integration with
multilevel wiring network and VILICs. T1: first active layer device,
T2: second active layer device, Optical I/O device: third active layer
I/O device. M′1 and M′2 are for T1, M1 and M2 are for T2. M3 and
M4 are shared by T1, T2, and the I/O device.

ICs can be very effective vehicles for large-scale on-chip
integration of different systems.

In the 3-D design architecture, an entire (2-D) chip is di-
vided into a number of blocks, and each block is placed on
a separate layer of Si that are stacked on top of each other.
Each Si layer in the 3-D structure can have multiple layers of
interconnect. These layers are connected together by vertical
interlayer interconnects (VILICs) and common global inter-
connects as shown in Fig. 11. The 3-D architecture offers
extra flexibility in system design, placement, and routing.
For instance, logic gates on a critical path can be placed very
close to each other using multiple active layers. This would
result in a significant reduction in RC delay and can greatly
enhance the performance of logic circuits. Also, the negative
impact of deep-submicrometer interconnects on VLSI design
discussed earlier can be reduced significantly by eliminating
the longglobal wiresthat realize the interblock communi-
cations by vertical placement of logic blocks connected by
short VILICs.

Furthermore, the 3-D chip design technology can be
exploited to build SoCs by placing circuits with different
voltage and performance requirements in different layers.
The 3-D integration would significantly alleviate many of
the problems outlined in the previous section for SoCs fabri-
cated on a single Si layer. Three-dimensional integration can
reduce the wiring, thereby reducing the capacitance, power
dissipation, and chip area and therefore improve chip perfor-
mance. Additionally, the digital and analog components in
the mixed-signal systems can be placed on different Si layers
thereby achieving better noise performance due to lower

Fig. 12. Schematic of a 3-D chip showing integrated
heterogeneous technologies.

electromagnetic interference between such circuit blocks.
From an integration point of view, mixed-technology assim-
ilation could be made less complex and more cost-effective
by fabricating such technologies on separate substrates
followed by physical bonding. Also, synchronous clock
distribution in high-performance SoCs can be achieved by
employing optical interconnects and I/Os at the topmost Si
layer (as illustrated in Fig. 11). Three-dimensional integra-
tion of optical and CMOS circuitry have been demonstrated
in the past [43]. A schematic diagram of a 3-D chip is shown
in Fig. 12 with logic, memory (DRAM), analog, RF, and
optical I/O circuits on different active layers.

II. SCOPE OFTHIS STUDY

A 3-D solution at first glance seems an obvious answer to
the interconnect delay problem. Since chip size directly af-
fects the interconnect delay, therefore by creating a second
active layer, the total chip footprint can be reduced, thus
shortening critical interconnects and reducing their delay.
However, in today’s microprocessors, the chip size is not
just limited by the cell size, but also by how much metal is
required to connect the cells. The transistors on the silicon
surface are not actually packed to maximum density, but are
spaced apart to allow metal lines above to connect one tran-
sistor or one cell to another. The metal required on a chip
for interconnections is determined not only by the number of
gates, but also by other factors such as architecture, average
fan-out, number of I/O connections, routing complexity, etc.
Therefore, it is not obvious that by using a 3-D structure the
chip size will be reduced.

In this paper, the possible effects of 3-D integration
of large logic circuits on key metrics such as chip area,
power dissipation, and performance have been quantified by
modeling the optimal distribution of the metal interconnect
lines. To better understand how a 3-D design will affect
the amount of metal wires required for interconnections, a
stochastic wire-length distribution methodology derived for
a 2-D IC in [44] has been modified for 3-D ICs to quantify
effects on interconnect delay. Unlike previous work [45],
wire-pitch limited chips are considered.
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The results obtained in Section III indicate that, when
critically long metal lines that occupy lateral space are
replaced by short VILICs to connect logic blocks on dif-
ferent Si layers, a significant chip-area reduction can be
achieved. VILICs are found to be ultimately responsible for
this improvement. The assumption made here is that it is
possible to divide the microprocessor into different blocks
such that they can be placed on different levels of active
silicon. In Section IV, important concerns in 3-D ICs such
as power dissipation have been analyzed. It is demonstrated
that advancement in IC cooling technology will be necessary
for maximizing 3-D circuit performance.

Throughout this work, no differences were assumed in the
performance or the properties of the individual devices on
any layer. Also, the treatment is independent of the 3-D tech-
nology used. However, even if the properties of the devices
on the upper Si layers are different, these layers can be used
for memory devices or repeaters. Some of these applications
are discussed in Section V. Finally, in Section VI, various
technology options for fabricating 3-D ICs have been out-
lined. For simplicity, technology effects on metal wire re-
sistivity discussed earlier in Section I-B are ignored in the
proceeding analysis (for both 2-D and 3-D ICs), where bulk
resistivity is assumed.

III. A REA AND PERFORMANCEESTIMATION OF 3-D ICS

We now present a methodology that can be used to provide
an initial estimate of the area and performance of high-speed
logic circuits fabricated using multiple silicon layer IC tech-
nology. The approach is primarily based on the empirical re-
lationship known as Rent’s Rule [46]. Rent’s Rule correlates
the number of signal input and output (I/O) pins, to the
number of gates , in a random logic network and is given
by the following expression:

(12)

Here, and denote the average number of fan-out per gate
and the degree of wiring complexity (with repre-
senting the most complex wiring network), respectively, and
are empirically derived as constants for a given generation of
ICs. The underlying assumption of this methodology is based
upon the recursive application of Rent’s Rule throughout an
entire logic system.

To illustrate the application of this methodology, a logic
system can be considered, the complexity of which neces-
sitates that the final chip area is determined by the wiring
requirement. Such ICs are considered wire-pitch limited,
which is assumed throughout this work and considered valid
for high-performance ICs. The wiring network is assumed
to be a distribution of connecting wires ranging from the
very short (to connect closest-neighbor logic gates, or
intrablock connections), to the very long (for long-distance
across-chip, or interblock communications). Furthermore,
the performance of this logic system is assumed to be
determined solely by this wiring network and specifically by
the longest wires in the wiring network, as these represent

the communications bottleneck due to their higher delay as
compared to the shorter wires.

The problem of estimating the chip performance is then
reduced to one of estimating this interconnect wiring distri-
bution from which it is possible to determine a chip area and
thus performance. To determine all the shortest wires in a
logic system, the recursive property of Rent’s Rule is used,
where the logic system is divided into logic gates and Rent’s
Rule is applied to the interconnects between closest neighbor
gates. This determines the number of interconnections be-
tween the closest logic gates. The longer wires are similarly
determined by clustering the logic gates in growing num-
bers until the longest interconnects are found. A summary
of this methodology is given as follows and more details can
be found in [47].

A. 2-D and 3-D Wire-Length Distributions

The wire-length distribution can be described by , an
interconnect density function (i.d.f.), or by , the cumula-
tive interconnect distribution function (c.i.d.f.) which gives
the total number of interconnects that have length less than
or equal to (measured in gate pitches) and is defined as

(13)

where is a variable of integration representing length and
is the length of the interconnect in gate pitches. The deriva-
tion of the wire-length distribution in an IC is based on Rent’s
Rule. To derive the wire-length distribution of an in-
tegrated circuit, the latter is divided up into logic gates,
where is related to the total number of transistors in
an integrated circuit by , where is a function of
the average fan-in ( ) and fan-out ( ) in the system [48].
The gate pitch is defined as the average separation between
the logic gates and is equal to where is the area
of the chip.

We first review the stochastic approach used for estimating
the wire-length distribution of a 2-D chip and then modify it
for 3-D chips. In order to derive the complete wire-length
distribution for a chip, the stochastic wire-length distribution
of a single gate must be calculated. The methodology is illus-
trated in Fig. 13. The number of connections from the single
logic gate in Block to all other gates that are located at
a distance of gate pitches is determined using Rent’s Rule.
The gates shown in Fig. 13 are grouped into three distinct but
adjacent blocks (, , and ), such that a closed single path
can encircle one, two, or three of these blocks. The number of
connections between Block and Block is calculated by
conserving all I/O terminals for blocks,, , and , which
states that terminals for blocks, , and are either in-
terblock connections or external system connections.

Hence, applying the principle of conservation of I/O pins
to this system of three logic blocks, shown in Fig. 13, gives

- - - - - - (14)
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Fig. 13. Schematic view of logic blocks used for determining wire
length distribution (adopted from [44]).

where , , and are the number of I/Os for blocks,
, and , respectively. - - , - - , and - - are

the numbers of I/Os between blocksand , blocks and
, and between blocks and , respectively. repre-

sents the number of I/Os for the entire system comprising all
the three blocks. From conservation of I/Os, the number of
I/Os between adjacent blocks and , and between adja-
cent blocks and can be expressed as

- - (15)

- - (16)

Substituting (15) and (16) into (14) gives

- - (17)

Now the number of I/O pins for any single block or a group
of blocks can be calculated using Rent’s Rule. If we assume
that , , and are the number of gates in blocks,

, and , respectively, then it follows that

(18)

(19)

(20)

(21)

where . Substituting (18)–(21) into
(17) gives

- -
(22)

The number of interconnects between Blockand Block
( - - ) is determined using the relation

- - - - (23)

Here, is related to the average fan-out ( ) by

(24)

Equation (23) can be used to calculate the number of inter-
connects for each lengthin Fig. 13 in the range from one

gate pitch to gate pitches, to generate the complete sto-
chastic wire-length distribution for the logic gate in Block.
In the following step, Block is removed from the system
of gates for calculating the remaining wiring distribution in
order to prevent multiplicity in interconnect counting. The
same process is repeated for all gates in the system. Finally,
the wire-length distributions for the individual gates are su-
perimposed to generate the total wire-length distribution of
the chip with gates.

Daviset al.developed a closed-form analytical expression
of the wire-length distribution for a 2-D IC [44], which can
be expressed as

(25)

where is the total number of interconnects in a system
derived from Rent’s Rule as

(26)

Here, is the cumulative distribution function that de-
scribes the total probability that a given interconnect length
is less than or equal toand is given by the following expres-
sions:

(27)

for , and as shown in (28) at the bottom of the
next page, for . The factor is defined
by (29), shown at the bottom of the next page. Substituting
(26)–(29) into (25) gives the closed-form expressions for the
total wire-length distribution as follows:

(30)

for and (31), shown at the bottom of the next
page.

The simple use of Rent’s Rule above applies to 2-D ICs
and requires adaptation for a valid application to 3-D ICs.
For the case of 3-D ICs, different blocks can be physically
placed on different silicon layers and connected to each other
using VILICs. The area saving by using VILICs can be com-
puted by modifying Rent’s Rule suitably. For generality, we
first analyze the case wheresilicon layers are available.
The application to two-layer ( ) case is straightforward.
An gate IC design is divided into gate blocks. It is
assumed that the routing algorithm and overall logic style is
the same for both layers. This ensures that Rent’s Constant

and Rent’s Exponent are the same for both layers. Ap-
plying Rent’s Rule to all the layers, we have

(32)
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Here, is the number of I/Os for the entire design,repre-
sents the number of I/Os for each layer, and represents
the total number of I/O ports connecting the n-layers. Hence,
it follows that

and

(33)

Here, is the average number of external I/O ports per
layer . Comparing (33) with Rent’s Equation, for each layer,
i.e., , we find that for each layer

(34)

where is the effective number of I/Os per gate used
for interlayer connections and is the effective number
of I/Os per gate used for external I/O connections.

Extending this analysis to two-layer ( ) 3-D ICs
[Fig. 14(a)], we have

(35)

Since each layer will have ( ) dedicated I/O ports for
connection to the other layer, we have

and

(36)

Now the wire-length distribution analysis discussed above
can be extended to 3-D ICs using the modified values of
for each layer. Fig. 15 shows the wire-length distributions
for 2-D, and 3-D ICs with two active layers, using ITRS
data for the high-performance 50-nm technology node. It can
be observed that the wiring requirement is significantly re-
duced for the global wires in 3-D ICs. This is due to the fact
that these long wires have been converted to short VILICs as
schematically illustrated in Fig. 14(b).

For all the 2-D calculations presented in this paper, the
values of and were chosen for each technology node
such that the results fit the projected chip area provided in
the ITRS. When applied to 3-D calculations the values of
and were subjected to the 3-D transformations described
above. Rent’s Exponent remained constant without trans-
formation between 2-D and 3-D as discussed above.

B. Estimating 2-D and 3-D Chip Area

The analyses described in this work are performed on in-
tegrated circuits that are wire-pitch limited in size. The area
required by the wiring network in such ICs is assumed to

(28)

(29)

(31)

BANERJEEet al.: 3-D ICs: NOVEL CHIP DESIGN 613

Authorized licensed use limited to: INESC. Downloaded on February 4, 2009 at 10:15 from IEEE Xplore.  Restrictions apply.



(a)

(b)

Fig. 14. Schematic to illustrate (a) conservation of total number of external I/O ports for maintaining
constant functionality of chip, and (b) two-layer 3-D chip with long horizontal interconnects replaced
by short and vertical (VILICs) interconnects.

Fig. 15. Wire-length distributions for the 2-D and 3-D ICs shown in Fig. 14. 3-D significantly
reduces requirement for longest wires. Metal tiers determined byL andL - boundaries
as explained in the text.

be greater than the area required by the logic gates. For the
purposes of minimizing silicon real estate and signal prop-
agation delays, the wiring network is segmented into sepa-
rate tiers that are physically fabricated in multiple layers. An
interconnect tier is categorized by factors such as metal line

pitch and cross-section, maximum allowable signal delay and
communication mode (such as intrablock, interblock, power,
or clocking). A tier can have more than one layer of metal in-
terconnects if necessary, and each tier or layer is connected to
the rest of the wiring network and the logic gates by vertical
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vias. The tier closest to the logic devices (referred to as the
Local tier) is normally responsible for short-distance intra-
block communications. Metal lines in this tier will normally
be the shortest. They will also normally have the finest pitch.
The tier furthest away from the device layer (referred to as
the global tier) is responsible for long-distance across-chip
interblock communications, clocking and power distribution.
Since this tier is populated by the longest of wires, the metal
pitch is the largest to minimize signal propagation delays.
A typical modern IC interconnect architecture will define
three wiring tiers: local, semiglobal, and global, spanning,
for example, a total of 9–10 metallization layers as projected
by ITRS for the 50-nm technology node. The semiglobal
tier is normally responsible for interblock communications
across intermediate distances. Fig. 16 shows a schematic of
a three-tier interconnect structure.

Using a three-tier interconnection structure, the
semiglobal tier pitch that minimizes the wire limited
chip area was determined. The maximum interconnect
length on any given tier was determined by the interconnect
delay criterion [47]. (It is assumed for
semiglobal and local wires, with as the clock period. The
maximum length of a wire in the global tier is assumed to
be equal to the chip edge dimension.) The cross-sectional
dimensions of the global wires are determined by using the
delay criteria at [47].

The area of the chip is determined by the total wiring re-
quirement. In terms of gate pitch, the total area required by
the interconnect wiring can be expressed as

(37)

where
chip area;
number of gates;
local pitch;
semiglobal pitch;
global pitch;
total length of the local interconnects;
total length of the semiglobal interconnects;
total length of the global interconnects.

The total interconnect length for any tier can be found by
integrating the wire-length distribution within the boundaries
that define the tier (see Fig. 15, where broken vertical lines
define the boundaries). Hence, it follows that

(38)

(39)

(40)

where is a correction factor that converts the point-to-point
interconnect length to wiring net length [using a linear net
model, ]. The boundaries shown in Fig. 15

Fig. 16. Schematic of a three-tier interconnection structure.

represent the length of the longest wire for each tier, for
the local, for the semiglobal, and for the global
tier.

We now present a modified analysis in terms of FO4 delay,
discussed in Section I-A, to estimate optimal chip area. The
main differences between this analysis and those in [42] and
[46] arise from the fact that the delay used here is for an
optimally buffered interconnect, given by (6), and has been
expressed in terms of FO4 delay. By substituting (8) and (9)
into (6), and using , the length of the longest wire,

, and the pitch, , for an arbitrary tier are related by the
following expression:

(41)

where
maximum delay fraction of clock period (25% for
local and semiglobal, and 90% for global wires);
clock frequency;
resistivity of the interconnect metal;
permittivity of free space;
relative permittivity of the dielectric material;
horizontal wire pitch;
wiring level aspect ratio;
FO4 gate delay.

Equation (41) can be rearranged to solve for wire pitch or
the length of the longest interconnect. The expressions for

, (which is a function of ) and are
given by

(42)

(43)

(44)
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Here, is assumed constant and equal to twice the min-
imum feature size. is also assumed constant and equal
to the chip die edge. Equation (43) for results in a
nonunique set of possible solutions for and which
are determined numerically. The wire-pitch limited chip area
( ) is calculated based on the condition that the total re-
quired wiring area ( ) is equal to the total available
area ( ) in a multilevel network; hence, it follows
that

(45)

where is the wiring efficiency factor that accounts for
router efficiency and additional space needed for power and
clock lines, and is the number of metal levels available
for the multilevel network. For each possible solution of (43),
new boundaries representing and are used with
the wire-length distribution to find the new total area required
by the interconnect wiring. From the total area required by
the wiring, the chip area is estimated by dividing the inter-
connects among the required number of metal layers. The re-
sulting chip areas are then plotted as a function of nor-
malized to the constant local pitch. Three-dimensional chip
areas are determined using the same analysis with the values
of and transformed for 3-D accordingly.

C. Two Active Layer 3-D Circuit Performance

The above analysis is used to compare area and delay
values for 2-D and 3-D ICs. The availability of additional
silicon layers gives the designer extra flexibility in trading
off area with delay. It is assumed that through technological
advances, resistivity of Cu will be maintained at the bulk
value. A number of different cases are discussed as follows.

1) Chip Area Minimization with Fixed Interconnect
Delay: The model is applied to the microprocessor example
shown in Table 2 for the 50-nm technology node [1] for
the two cases where all gates are in a single layer (2-D)
and where the gates are equally divided between two layers
(3-D). In this calculation, VILICs are assumed to consume
negligible area, interconnect line width is assumed to equal
half the metal pitch at all times, and the total number of
metal layers for 2-D and 3-D case was conserved. A key
assumption for the geometrical construction of each tier of
the multilevel interconnect network is that all cross-sectional
dimensions are equal within that tier.

The possible solutions for and resulting from
the numerical solution of (43) are plotted for the high-per-
formance IC (ITRS 50-nm technology node) in Fig. 17
which shows the possible chip areas with the normalized
semiglobal tier pitch for a fixed operating frequency of 3
GHz. The solutions exhibit a minimum in , which is taken
to be the acceptable chip area. As increases from its
value at the minimum the semiglobal and global pitches
increase resulting in a larger wiring requirement and thus
a larger . Furthermore, as increases, even longer
wires can now satisfy the maximum delay requirement in the
semiglobal tier. This results in global wires to be rerouted

Table 2
Microprocessor Example (ITRS based 50-nm Technology Node)

Fig. 17. Wire-limited chip area versus normalized semiglobal pitch
(semiglobal pitch/local tier pitch) for 2-D and 3-D ICs at a fixed
operating frequency of 3 GHz. As the normalized semiglobal pitch
decreases, wires are rerouted to the global tiers, which have bigger
pitch, and hence the chip area increases. Note that the estimated 2-D
chip area of 8.17 cmis also projected by ITRS for the 50-nm node.
The number of metal layers for 2-D and 3-D ICs is nine (three per
tier).

to the semiglobal tier, which in turn will require greater
chip area. Under such circumstances, the semiglobal tier
begins to dominate and determine the chip area. Conversely,
as decreases from its value at the minimum, the
longer wires in the semiglobal tier no longer satisfy the
maximum delay requirement of that tier and they need to
be rerouted to the global tier where they can enjoy a larger
pitch. The population of wires in the global tier increases
and since these wires have larger cross sections they have
a greater area requirement. Under such circumstances, the
global tier begins to dominate and determine the chip area.

The curve for the 3-D case has a minimum similar to the
one obtained for the 2-D case. It can be observed that the min-
imum chip area for the 3-D case is30% smaller than that
of the 2-D case. Moreover, since the total wiring requirement
is reduced (as shown in Fig. 15), the semiglobal tier pitch is
reduced for the 3-D chip. This reduction in the semiglobal
pitch increases the line resistance and the line-to-line capac-
itance per unit length. Hence, the same clock frequency, i.e.,
the same interconnect delay, is maintained by reducing the
chip size. Ultimately, the significant reduction in chip area
demonstrated by the 3-D results are a consequence of the
fraction of wires that were converted from horizontal in 2-D
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Fig. 18. 3-D chip operating frequency (performance) increases
with increases in semiglobal wiring pitch. Chip area also increases
but remains below the 2-D chip area. If 3-D chip area is made equal
to 2-D chip area (=8.17 cm at the 50-nm node), an operating
frequency of 6 GHz can be obtained for the 3-D chip.

to vertical VILICs in 3-D. It is assumed that the area required
by VILICs is negligible.

These results demonstrate, with the given assumptions,
that a 3-D IC can operate at the same performance level,
as measured by the longest wire delay, as its 2-D counter-
part while using up about 30% less silicon real estate. How-
ever, it is possible for 3-D ICs to achieve greater perfor-
mance than their 2-D counterparts by reducing the intercon-
nect impedance at the price of increased chip area as dis-
cussed next.

2) Increasing Chip Area and Performance:3-D IC per-
formance can be enhanced to exceed the performance of 2-D
ICs by improving interconnect delay. This is achieved by in-
creasing the wiring pitch, which causes a reduction in resis-
tance and line-to-line capacitance per unit length. The effect
of increasing and on the operating frequency
and is shown in Fig. 18. This illustrates how the optimum
semiglobal pitch (i.e., associated with the minimum

) increases to obtain higher operating frequencies. Also, as
the semiglobal tier pitch increases, chip area and, therefore,
interconnect length also increases. However, it can be ob-
served from Fig. 18 that the increase in chip area still remains
well below the area required for the 2-D case. Fig. 18 also
helps define a maximum-performance 3-D chip—a chip with
the same (footprint) area (8.17 cm) as the corresponding
2-D chip, which can be obtained by increasing the semiglobal
pitch beyond that for the 4-GHz case.

Two scenarios are considered: 1) global pitch is increased
to match the global pitch for the 2-D case and 2) global pitch
is increased to match the chip area (footprint) for the 2-D
case. Table 3 shows that performance can be increased by
63% for case 2). Note that the delay requirement sets a max-
imum value of interconnect length on any given tier. There-
fore, as interconnect lengths are increased, lines which ex-
ceed this maximum length criterion for that particular tier
need to be rerouted on upper tiers.

Beyond the maximum performance point for the 3-D chip
in Fig. 18 (normalized semiglobal pitch ), the perfor-
mance gain becomes increasingly smaller in comparison to

Table 3
Summary of Delay Performance Improvement for 3-D ICs. The
Horizontal ILICs Differ from the Vertical ILICs in that they
Consume Lateral Area

Fig. 19. Performance improvement with increasing chip area for
a two-layer 3-D IC. Chip area is increased due to increasing wire
pitch.

the decrease in performance resulting from the increase in
chip area or interconnect delay. This eventually saturates the
reduction in the overall interconnect delay, and therefore, as
shown in Fig. 19, the clock frequency saturates. Furthermore,
as the semiglobal pitch is increased beyond the maximum
performance point, semiglobal wires need to be rerouted on
the global tiers, which eventually leads to overcrowding of
the global tier. Any further increases in the wiring density in
the global tier forces a reduction in the global pitch as shown
in Fig. 20.

The analysis presented so far was for a 50-nm two-Si-layer
3-D technology where the number of metal layers was pre-
served (in comparison to the 2-D case). In the next two sec-
tions, we extend this analysis to study the effect of more than
two Si layers and also the effect of increasing the number of
available metal layers.

D. Effect of Increasing Number of Silicon Layers

Three-dimensional technologies providing more than two
active layers have also been considered. As the number of
silicon layers increases beyond two, the assumption that all
interlayer interconnects (ILICs) are vertical and consume
negligible area becomes less tenable. For this particular
example, it is assumed that 90% of all ILICs are horizontal
(see Table 3). The area used up by these horizontal ILICs
can be estimated from their total length and pitch. As shown
in Fig. 21, the decrease in interconnect delay becomes pro-
gressively smaller as the number of active layers increases.
This is due to the fact that area required by ILICs begins to
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Fig. 20. As the chip size increases due to increasing wire pitch,
interconnects are rerouted to higher tiers. The global tier becomes
overcrowded for large chip areas and global pitch starts to decrease.

Fig. 21. Interconnect delay normalized to single layer delay as a
function of the number of active Si layers shown for 50-nm node.
The VILICs are assumed to consume lateral area.

offset any area saving due to increasing the number of active
layers.

E. Effect of Increasing the Number of Metal Layers

In the above analysis, the total number of metal layers for
2-D and 3-D case was conserved. However, it is likely that
there are local and semiglobal tiers associated with every ac-
tive layer, and a common global tier is used. This would re-
sult in an increase in the total number of metal layers for the
3-D case. The effect of using 3-D ICs with constant metal
layers discussed earlier and the effect of employing twice the
number of metal layers as in 2-D are summarized in Fig. 22
for various technology nodes as per [1]. It can be observed
that by using twice the number of metal layers the perfor-
mance of the 3-D chip can be improved by an additional 35%
(for the 50-nm node) as compared to the 3-D chip with same
total number of metal layers as in 2-D. Fig. 22 also shows
the impact of moving only the repeaters to the second Si
layer. It can be observed that a performance gain of9%
is achieved for the 50-nm node. The gate delay and the inter-
connect delay (with repeaters) for the 2-D chip are identical

to that shown in Fig. 1, and have been included in this figure
for comparison. Finally, it can also be observed that for more
aggressive technologies, the decrease in interconnect delay
from 2-D to 3-D case is less impressive. This indicates that
more than two active layers are possibly needed for those ad-
vanced nodes.

F. Optimization of Interconnect Distribution

In estimating chip area, the metal requirement is calcu-
lated from the obtained wire-length distribution. The total
metallization requirement is appropriately divided among the
available metal layers in the corresponding technology. Thus,
in the example shown in Fig. 17, each tier, the local, the
semiglobal and the global has three metal layers. The re-
sulting area of the most densely packed tier, the local tier in
this example, determines the chip area.

Consequently, higher tiers are routed within a larger than
required area. An optimization for this scenario is possible
by rerouting some of the local wires on the semiglobal tier
and the latter on the global, without violating the maximum
allowable length (or delay) per tier. This is achieved by
reducing the maximum allowed interconnect length for the
local and semiglobal tiers ( and - in Fig. 15)
with varying fractions, and , respectively. This is
implicitly achieved by suitably reducing the parameterin
(43) and (44). Minimum chip area will be achieved when
all the tiers are almost equally congested. The resulting
calculations for chip area with optimized interconnect
distribution for the 2-D IC analyzed in Fig. 17 are shown
in Fig. 23. The 2-D chip area is seen to reduce by 9% as a
result of this optimization. This wiring network optimization
is also applied to 3-D ICs. The results are shown in Fig. 24
where the 3-D chip area is reduced by 11%.

IV. CHALLENGES FOR3-D INTEGRATION

A. Thermal Issues in 3-D ICs

An extremely important issue in 3-D ICs is heat dissipa-
tion [49], [50]. Thermal effects are already known to sig-
nificantly impact interconnect/device reliability and perfor-
mance in high-performance 2-D ICs [38], [51]. The problem
is expected to be exacerbated by the reduction in chip size,
assuming that same power generated in a 2-D chip will now
be generated in a smaller 3-D chip, resulting in a sharp in-
crease in the power density. Analysis of thermal problems in
3-D circuits is therefore necessary to comprehend the lim-
itations of this technology and also to evaluate the thermal
robustness of different 3-D technology and design options.

It is well known that most of the heat energy generated
in integrated circuits arises due to transistor switching. This
heat is typically conducted through the silicon substrate to
the package and then to the ambient by a heat sink. With mul-
tilayer device designs, devices in the upper layers will also
generate a significant fraction of the heat. Furthermore, all
the active layers will be insulated from each other by layers of
dielectrics (LTO, HSQ, polyimide, etc.) which typically have
much lower thermal conductivity than Si [52], [53]. Hence,
the heat dissipation issue can become even more acute for
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Fig. 22. Comparison of interconnect delay as a function of technology nodes (feature sizes) for 2-D
and two-layer 3-D ICs. Moving repeaters to the upper active layer reduces interconnect delay by
9%. For the 50-nm node, 3-D IC (two active layers with same number of interconnects as the 2-D
chip) shows significant delay reduction (63%). Increasing the number of metal levels in 3-D reduces
interconnect delay by a further 35%. This figure is based on the assumption that 3-D chip (footprint)
area equals 2-D chip area.

Fig. 23. Chip area for a 2-D IC with wiring network optimization.
Solid line represents points of minimum area. (Based on ITRS data
for 50-nm node.)

3-D ICs and can cause degradation in device performance,
and reduction in chip reliability due to increased junction
leakage, electromigration failures, and by accelerating other
failure mechanisms [38].

In this section, a general methodology for estimating the
temperatures of different active layers of a 3-D chip is pre-
sented and then applied to the specific example of a 3-D
chip with two silicon layers. The analysis begins with die
temperature estimation for 2-D circuits. In order to illustrate
the thermal issues, a packaging technology-based package
thermal resistance extracted at the present (180 nm) tech-
nology node for 2-D circuits has been used for both 2-D and
3-D chips.

1) Package Thermal Resistance Model for 2-D and 3-D
ICs: Fig. 25 shows the total power dissipation () and chip

Fig. 24. Chip area for 3-D ICs with wiring network optimization.
Solid line represents points of minimum area. (Applied to ITRS,
50-nm node.)

area ( ) for high-end microprocessors for various 2-D tech-
nology nodes based on [1]. It can be observed that, as tech-
nology scaling continues, chip area and power dissipation in-
creases. The relationship between the die temperature rise
( ) and can be expressed as

(46)

where is the chip ambient temperature (25 C), and
is the effective thermal resistance from the Si devices to

the heat sink and is mostly due to the package material be-
tween the Si and the heat sink. Neglecting interface resis-
tances, can be expressed as

(47)
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Here, and are the thickness and the thermal conduc-
tivity of the Si substrate, and and denote same
parameters for the packaging material as shown in Fig. 26.

is the chip area through which heat flow takes place.
is the normalized package thermal resistance. Since the die
size (length) is much larger than the thickness of Si, we as-
sume one-dimensional heat flow. Hence, from (46) and (47),
it follows that

(48)

Since the typical die temperature for present high-perfor-
mance 2-D circuits (180-nm technology node) is known
to be 120 C, the value of can be calculated to be
4.75 C/(W cm ). Using this value of , the die temper-
atures for other 2-D technology nodes based on [1] can be
estimated from Fig. 25.

2) Analytical Die Temperature Model for 3-D ICs:A
simple analytical model is proposed to estimate the temper-
ature rise in each active layer of 3-D chips. The temperature
rise (above the ambient temperature) of theth active layer
in an n-layer 3-D chip, schematically shown in Fig. 27(a),
can be expressed as

(49)

where
total number of active layers;
thermal resistance between theth and the th
layers;
power dissipation in theth layer.

Note that this model does not take into account intercon-
nect Joule heating. Assuming identical power dissipation ()
in each layer and identical thermal resistances () between
layers, the temperature rise of the uppermost (th) layer in
an -layer 3-D chip can be expressed as [50]

(50)

where is mostly due to the package thermal resistance
between the first layer and the heat sink (separated by the
package layer of thickness ) and is the thermal resis-
tance between theth and the th layers for

and

(51)

respectively.
Here, is the thickness of theth Si layer, and

and are the thickness of the th glue and insu-
lator [Cu ILD layer in Fig. 27(a)] layers, respectively. From
(50), the temperature rise can be expected to increase lin-
early with power density and the square of the number of
active layers . However, for all practical 3-D ICs, ,

Fig. 25. Maximum power dissipation and chip area in 2-D circuits
as a function of technology node based on ITRS.

(a) (b)

Fig. 26. Schematic view of (a) heat flow in 2-D circuits and
(b) equivalent thermal circuit. T denotes temperature of different
materials.R andR are the thermal resistances of the Si and
the package material, respectively.

which gives rise to an approximately linear relationship be-
tween and as shown in Fig. 27(b). Equation (50) also
suggests that for most 3-D ICs with , will dominate
the temperature rise of any layer.

For the two-active-layer 3-D example used in our
performance analysis earlier, the temperature of each of the
layers ( and ) can be expressed using (49) as

and

(52)

where

which can be extracted from (48) assuming same packaging
material for 2-D and 3-D chips. The temperature rise for the
second active layer, , can therefore be expressed as

(53)

where the second term on the right-hand side represents the
effective temperature difference between active layer 2 and
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(a)

(b)

Fig. 27. (a) Schematic of an n-layer 3-D chip with a heat sink at the bottom.P denotes the power
dissipation in each layer. (b) Temperature increase as a function ofn and the power density in each
layer.

active layer 1. Since the 3-D chip area can be calculated from
our model, and remains constant for both 2-D and 3-D
circuits assuming same packaging material for all the tech-
nology nodes, the temperature of each of the active layers
can be calculated.

3) Comparison Between 2-D and 3-D ICs:It has been
recently shown that the power dissipation in 3-D circuits has
a strong design dependence [42]. Three-dimensional design
options where the chip area is the same as the corresponding
2-D chip gives the highest system performance (frequency)
as discussed earlier (see Fig. 18). However, it also results in
higher power dissipation giving rise to higher die tempera-
tures. This is expected since same chip area between 2-D and
3-D is achieved by increasing the metal cross-sectional area
for 3-D, which reduces the line resistance () and, hence, in-
creases the operating frequency. However, since

, the power dissipation increases, resulting in higher die
temperatures.

We now present a comparison between the 2-D and 3-D
ICs with respect to their performance, chip area, and power

dissipation. Table 4 lists various parameters for a 2-D IC at
the 50-nm technology node based on [1] and the performance
analysis methodology presented in this paper. Corresponding
parameters are also calculated for two limiting designs of a
two-layer 3-D IC. In one case, the 3-D IC is designed to have
the same chip area as that for the 2-D case and in the second
design both the 2-D and 3-D ICs have the same operating fre-
quency. As mentioned earlier, the 3-D design with the same
chip (footprint) area (8.17 cm) as that for the 2-D case gives
the maximum performance ( GHz). This design also
gives the highest total interconnect network capacitance and
the highest power density per layer, while the other 3-D de-
sign with the same operating frequency (3 GHz) as that for
the 2-D IC gives the lowest total interconnect capacitance
and the lowest power density per layer.

The total interconnect network capacitances shown for the
2-D and 3-D cases in Table 4 were calculated by summing the
interconnect capacitances for each tier, local, semiglobal, and
global, i.e.,

(54)
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By using the maximum allowable delay per tier criteria, de-
scribed in Section III-B, we calculate the longest wire on
each tier. Also, as described in detail in Section III-B, the
area under an interconnect density function plot (wire-length
distribution) can be used to calculate the total length of wire
on each tier. The capacitance for each tier is then calculated
using (9), where is the aspect ratio for that tier. The cal-
culated capacitances for all the tiers are then summed to find
the total interconnect capacitance.

Now, for the 2-D and 3-D chips, we can express the power
dissipation as follows:

(55)

Here, we have only considered the dynamic power dissipa-
tion. For the 2-D case, and are given in [1] and was es-
timated using (54). The product ( ) was calculated using
(55). For the corresponding 3-D ICs, the interconnect domi-
nated capacitances, , and the chip frequencies,, are
calculated using our model, and, in order to be consistent,
the same value of the product ( ) estimated for the 2-D
IC was used for calculating the power dissipation.

For the 3-D IC design with the same chip area as that for
the 2- D IC, it is obvious that the power density (power per
unit area) is going to be higher since the operating frequency
is twice as large. The die temperature for such a 3-D chip can
be estimated using (52) (assuming same value of the package
thermal resistance as that for the 2-D ICs) to be 211C and
294 C for the first and the second active layers, respectively.
Fig. 28 shows a plot of the required package thermal resis-
tances to maintain the temperature of any layer at 120C as
a function of the total chip power density for 2-D and 3-D
ICs. For both the 2-D and the 3-D circuits, heat sink was as-
sumed to be attached to the lower Si substrate only. It can
be observed that maintaining the temperature of the upper
silicon layer (3-D Si ) in the 3-D chip at 120 C requires
lower package thermal resistance than that required for the
first layer (3–D Si ) of the 3-D chip or the 2-D chip. This is
due to the extra thermal impedance between the two layers.
Note that, in Fig. 28, lower values of package thermal resis-
tances represent advanced packaging and cooling technolo-
gies. Also, the thermal problem can be significantly allevi-
ated if heat sinks can be provided for both the active layers.

Note that in all calculations Joule heating of the intercon-
nects has been ignored since most of the heat is dissipated
by the transistors. However, interconnect Joule heating can
increase the peak temperature in 3-D chips due to strong
thermal coupling with the neighboring interconnects and the
active layers giving rise to higher interconnect temperatures
and, hence, higher interconnect resistance and also lower in-
terconnect electromigration performance. In order to take
these coupling effects into account, full chip thermal anal-
ysis using finite element simulations are needed as shown in
[50].

From Fig. 28, it can be concluded that in order to op-
erate the 3-D chips at their maximum performance limits,
advancement in cooling and packaging technologies will be
necessary to maintain acceptable chip temperatures. Lower
operating temperatures for 3-D ICs can be achieved by

Table 4
Comparison Between 2-D and 3-D ICs at the 50-nm Technology
Node. Parameters for Two Limiting Cases of 3-D ICs have been
Shown, One with the Same Chip Area as the 2-D IC and the Other
with the Same Operating Frequency as the 2-D IC

Fig. 28. Required package thermal resistance for 2-D and
two-layer 3-D ICs to maintain the temperature of any layer at
120 C as a function of chip power density. Heat sink is assumed
at one end of the chip only. For the 3-D IC, as the dielectric
thickness between the two active layers (t ) increases, lower
values of the package thermal resistances are needed to maintain
the temperature of the second active layer at 120C. The power
densities corresponding to one of the 3-D designs discussed in the
text, and the 2-D chip at 50-nm node, are also shown.

employing a cooling design similar to the one illustrated
in Fig. 29 [54] where coolant (water) pumped through
microchannels etched at the back surface of a silicon sub-
strate were used to achieve package thermal resistance of
0.09 C/(W cm ). Recent extensions of this approach are
targeting even lower thermal resistances using closed-loop
two-phase cooling systems with boiling convection in
microchannels [55]. The geometry of the chip and the pack-
aging layers for this cooling system are shown in Fig. 29.

It is interesting to note that dummy thermal vias have been
recently shown to be useful in reducing the temperature of in-
terconnects in 2-D ICs [56]. A similar strategy can be used
for the 3-D ICs, where interchip thermal vias that conduct
heat but are electrically isolated can be employed to alle-
viate the heat dissipation problem in high-performance 3-D
ICs. Furthermore, it is important to realize that thermal prob-
lems in 3-D ICs will be less severe for applications that do
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Fig. 29. Schematic of a packaged Si chip with integrated microchannels etched in the substrate for
pumping coolant to lower the package thermal resistance. BGA and OLGA denote ball grid array and
organic layer ball grid array, respectively. (Courtesy of Kenneth E. Goodson, Stanford University.)

not require integration of high-performance logic. For ex-
ample, integration of memory, analog, or RF blocks or any
other circuits that have much lower power dissipation com-
pared to high-performance logic may not require costly pack-
aging and cooling solutions. However, any 3-D integration
involving high-performance logic (even in the layer closest to
the heat sink) would require careful thermal budgeting for the
upper layer circuits, which would certainly be affected by the
power dissipation of the logic layer according to (53). Addi-
tionally, nonuniform temperature distribution among the in-
terconnects and devices in different active layers can lead to
performance mismatch and degradation as recently demon-
strated for 2-D high-performance ICs with nonuniform sub-
strate temperature distribution [57], [58].

B. Electromagnetic Interactions (EMI) in 3-D ICs

1) Interconnect Coupling Capacitance and Cross
Talk: In 3-D ICs, an additional coupling between the top
layer metal of the first active layer and the devices on the
second active layer is expected to be present. This needs
to be addressed at the circuit design stage. However, for
deep-submicrometer technologies, the aspect ratio of global
tier interconnects is [1]. Therefore, line-to-line capac-
itance is the dominant portion of the overall capacitance.
Hence, the presence of an additional silicon layer on top of a
global metal line may not have an appreciable effect on the
line capacitance per unit length. For technologies with very
small aspect ratio, the change in interconnect capacitance
due to the presence of an additional silicon layer could be
significant, as reported in [59].

2) Interconnect Inductance Effects:For deep-submi-
crometer interconnects on-chip inductive effects arising
due to increasing clock speeds, decreasing rise times, and
increasing length of on-chip interconnects is a concern
for signal integrity and overall interconnect performance
[60]. Inductance can increase the interconnect delay per

unit length and can cause ringing in the signal waveforms,
which can adversely affect signal integrity [61], [62]. For
long global wires (such as clock lines), inductance effects
are more severe due to the lower resistance of these lines,
which makes the reactive component of the wire impedance
comparable to the resistive component, and also due to the
presence of significant mutual inductive coupling between
wires, resulting from longer current return paths [63]. For
Cu-based technologies, line resistances have decreased
further and, as a result, inductive effects are expected to
become more significant. In 3-D ICs, the reduction of wire
lengths will certainly help reduce inductance. Additionally,
the presence of a second substrate close to the global wires
might help lowering the inductance by providing shorter
return paths, provided the substrate resistance is sufficiently
low or if the wafers are bonded through metal pads as
discussed in Section VI-B.

C. Reliability Issues in 3-D ICs

Three-dimensional ICs will possibly introduce some new
reliability problems. These reliability issues may arise due
to the electrothermal and thermomechanical effects between
various active layers and at the interfaces (glue layers)
between the active layers, which can also influence existing
IC reliability hazards such as electromigration, and chip
performance [50]. Additionally, heterogeneous integration
of technologies using 3-D architecture will increase the
need to understand mechanical and thermal behavior of new
material interfaces, thin-film-material thermal and mechan-
ical properties, and barrier/glue layer integrity. Additionally,
from a manufacturing point of view, there might be yield
issues arising due to the mismatch between the individual
die-yield maps of different active layers, which may affect
the net yield of 3-D chips. Such issues would demand a
careful tradeoff between system performance, cost, and the
3-D manufacturing technology.
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V. IMPLICATIONS FOR CIRCUIT DESIGN AND

SYSTEM-ON-A-CHIP APPLICATIONS

A. Repeater Insertion

For deep-submicrometer technologies, interconnect delay
is the dominant component of the overall delay, especially for
circuits with very long interconnects where the delay can be-
come quadratic with line lengths. To overcome this problem,
long interconnects are typically broken into shorter buffered
segments. In [11], it was shown that, for point-to-point in-
terconnects, there exists an optimum interconnect length and
an optimum repeater size for which the overall delay is min-
imum. Repeater sizes for various metal layers for different
technologies have been presented in [11] and [26]. For top-
layer interconnect, the corresponding inverter sizes were ap-
proximately 450 times the minimum inverter size available
in the relevant technology. These large repeaters present a
problem since they take up a lot of active silicon and routing
area. The vias that connect such a repeater from the top global
interconnect layers block all the metal layers present under-
neath them, hence taking up substantial routing area. It has
been predicted [64] that the number of such repeaters can
reach 10 000 for high-performance designs in 100-nm tech-
nology. A methodology to estimate the chip area utilized by
the repeaters is presented in the next section.

1) Chip Area Utilization by Repeater Insertion:The fol-
lowing is a description of the methodology used to estimate
the fraction of chip area utilized by repeater insertion. Re-
peaters are assumed to be inserted along wires whose lengths
exceed a certain critical length. This critical length is deter-
mined by the maximum allowable signal delay along the wire
for each interconnect tier (as described in Section III-B). To
illustrate, the local tier cannot have any nonrepeated lines
that exceed a maximum allowable length, in (3). Any
wires that are routed in the local tier whose length are re-
quired to be greater than must have repeaters inserted
along their lengths in order to satisfy the maximum allow-
able signal delay for this tier. The maximum length of re-
peated interconnect wire in any given tier is not arbitrary.
Repeated wires are assumed to have repeaters inserted op-
timally and the signal delay along such wires is given by (6).
The maximum allowable length per interconnect tier is calcu-
lated based on (42)–(44). As an example, a schematic figure
describing the critical lengths for the local tier is given in
Fig. 30.

To estimate the fraction of chip area utilized by repeater
insertion on all tiers, it is necessary to find the total number
of repeaters, which is then multiplied by the size of a re-
peater. The size of a repeater is dependent on the wire that
it is driving. For each tier, therefore, an optimum driver size
can be calculated by multiplying the minimum repeater size,

, with a factor, (as described in
Section I-A). To determine the total number of repeaters, it is
necessary to determine the number of interconnects that re-
quire repeater insertion. For this we make use of Rent’s Rule.
As represented in Fig. 30, any given tier is divided into two
regions. The central region of area is characterized by
interconnects that are not repeated. Applying the recursive

Fig. 30. Interconnect length boundaries for the local tier.L is
the maximum allowed length of an interconnect without repeater.
L describes the maximum length of any wire in the local tier.
Interconnects with lengthsL � l � L require repeaters.

property of Rent’s Rule, this central region can be consid-
ered as a logic block consisting of logic gates. The
number of I/Os connecting this central region to its surround-
ings is given by where is Rent’s Constant andis
Rent’s Exponent. The probability, , that the I/O of any gate
within this area of reaches outside this area is given by

(56)

Assuming that the number of logic gates is related to the
logic block area ( ) by some constant of proportionality, i.e.,

, then for the local tier can be
written as

(57)

where is a constant of proportionality. Similarly, the proba-
bility, , that the I/O of any gate within the local tier of area
of reaches outside this area is given by

(58)

Hence, the probability that the I/O of any gate within the
entire local tier to remaininsidethe tier is given by .

Therefore, the total probability, , that an interconnect
will satisfy the length condition is given by

(59)

Hence, the number of interconnects,, that require repeater
insertion for the local tier is simply the probability mul-
tiplied by the total number of I/Os of all the gates:

(60)

The optimum number of repeaters per unit length of wire
( ) is given by (see Section I-A).
To estimate the total number of repeaters an average length
of wire, , is considered, where

(61)

Hence, the total number of repeaters can be expressed as

(62)
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Fig. 31. Fraction of chip area used by repeaters for different
technology nodes based on ITRS and different Rent’s Exponents.
As much as 27% of the chip area at 50-nm node is likely to be
occupied by repeaters. The percentage of chip area occupied by
repeaters decreases with increasing values ofp. Asp increases, more
wires are allocated for chip I/O than for interblock connections,
reducing the number of required repeaters for wires engaged in
on-chip communications.

The total area used up by the repeaters in the local tier,
, can therefore be expressed as

(63)

where is the minimum repeater size ( ) and
is the optimum multiple of minimum repeater size

for the local tier. All parameters in (63) can be calculated
for a given technology node based on [1]. This procedure is
repeated to account for all the interconnect tiers to estimate
the total area, , utilized by repeaters, i.e.,

(64)

Using the methodology presented above, the percentage
of total chip area utilized by the repeaters were calculated
at each technology node based on [1]. It can be observed
from Fig. 31 that inserting these repeaters will cause signif-
icant area penalty, especially beyond the 70-nm node. How-
ever, this problem can be easily tackled using 3-D technology
with just two silicon layers. The repeaters can be placed on
the second silicon layer, thereby saving area on the first sil-
icon layer and reducing the footprint area of the chip. Fur-
thermore, if the second silicon layer is placed close to the
common global metal layers, the vias connecting the global
metal layers to the repeaters will not block the lower metal
layers, thereby freeing up additional routing area.

Previously, Fig. 22 had also included delay simulation re-
sults for an otherwise single-active-layer IC except that the
repeaters had now been moved to a second active layer. A
conservative value of Rent’s Exponent ( ) was used
to estimate the reduction in chip area and therefore reduction
in overall interconnect delay. At 50-nm node, an additional
reduction of 9% in the overall interconnect delay results from
the resulting area reduction.

B. Layout of Critical Paths

In typical high-performance ASIC and microprocessor
designs, interconnect delay is a significant portion of the
overall path delay [65]. Logic blocks on a critical path
need to communicate to other logic blocks which, due to
placement and other design constraints, may be placed far
away from each other. The delay in the long interconnects
between such blocks usually causes timing violations. With
the availability of a second active layer, these logic blocks
can be placed on different silicon layers and, hence, can be
very close to each other, thereby minimizing interconnect
delay. Even if highest quality devices are not made on the
second active layer, the decrease in interconnect delay can
be more than the increase in gate delay due to suboptimal
transistor characteristics.

C. Microprocessor Design

In microprocessors and DSP processors, most of the crit-
ical paths involve on-chip caches [66]. The primary reason
for this is that on-chip cache is (physically) located in one
corner of the die whereas the logic and computational blocks,
which access this memory, are distributed all over the die. By
using a technology with two silicon layers, the caches can be
placed on the second active layer and the logic and computa-
tional blocks on the first layer. This arrangement ensures that
logic blocks are in closer proximity to on-chip caches.

Consider a microprocessor of dimensions . In typical
current generation microprocessors, about half the physical
area is taken up by on-chip caches. Hence, the worst case in-
terconnect length in a critical path is (typically the data
transfer from cache takes more than one clock cycles but we
assume single clock cycle transfers for simplicity). If on-chip
caches are placed on the second active layer and the chip is
resized accordingly to have dimensions ,
then the worst case interconnect length is a reduction of
about 30%. Even though this analysis is very simplistic com-
pared to the more elaborate one presented in Section III and
does not perform any optimization of the interconnect pitch,
it demonstrates that going from a single silicon layer to two
layers results in nontrivial improvement in performance. Re-
cent studies [67] have shown that, by integrating level one
and level two cache and the main memory on the same sil-
icon using 3-D technology, access times for level 2 cache
and main memory can be decreased. This, coupled with an
increase in bandwidth between the memory, level 2 cache,
and level 1 cache, reduces the level 2 cache/memory miss
penalty and therefore reduces the average time per instruc-
tion and increases system performance.

D. Mixed Signal Integrated Circuits

With greater emphasis on increasing the functionality that
can be implemented on a single die in the SoC paradigm,
more and more analog, mixed-signal and RF components of
the system are being integrated on the same piece of sil-
icon (as illustrated in Fig. 10). However, this presents se-
rious design issues since switching signals from the digital
portions of the chip couple into the sensitive analog and RF
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circuit nodes through the substrate and degrade the fidelity
(or equivalently, increase the noise) of the signals present
in these blocks [68]. Furthermore, different fabrication tech-
nologies are required for the two applications. However, with
the availability of multiple silicon layers, RF and mixed-
signal portions of the system can be realized on a separate
layer (using different technologies), thereby providing sub-
strate isolation from the digital portion. A preliminary anal-
ysis shows a 30-dB improvement in isolation by moving the
RF portions of the circuit to a separate substrate. Moreover,
since the second Si layer may not be continuous, good iso-
lation between different analog and RF components (such as
the low-noise amplifier (LNA) and power amplifier) can also
be achieved.

E. Optical Interconnects for Clocking and I/O Connections

For high-performance microprocessors with operating fre-
quencies greater than a few gigahertz and large die sizes
(on-chip frequency 3 GHz, and die area 8.17 cm at
the 50-nm technology node [1]), interconnects responsible
for global communications, including the interconnect net-
work used for the clock distribution, can contribute signif-
icantly to the key performance metrics (area, power dissi-
pation, and delay) and to the overall cost of the chip. As
the complexity (size) of the microprocessor increases, syn-
chronization of various blocks in the chip becomes increas-
ingly difficult [69]. This occurs mainly due to the variation
in the placement of different blocks (or clock line lengths)
and due to differences in their operating temperature that af-
fects the clock skew and the net signal delay. Additionally,
data input and output (I/O) requirements drive up the number
of I/O pads and the corresponding size of the I/O circuitry
(or chip area). Furthermore, in high-performance designs,
around 40%–70% of the total power consumption could be
due to the clock distribution network [70], [71], and as the
total chip capacitance (dominated by interconnects) and the
chip operating frequency increases with scaling, the power
dissipation increases.

On-chip optical interconnects can eliminate most of the
problems associated with clock distribution and I/O connec-
tions in large multigigahertz chips [72], [73]. They are attrac-
tive for high-density and high-bandwidth interconnections,
and optical signal propagation loss is almost distance-inde-
pendent. Also, the delays on optical clock and signal paths
are not strongly dependent on temperature. Additionally, op-
tical signals are immune to electromagnetic interactions dis-
cussed earlier with regards to metal interconnects. Hence,
optical interconnects are very attractive for large-scale syn-
chronization of systems within multigigahertz ICs. Further-
more, optical interconnects employing short optical (laser)
pulses can reduce the optical power requirement [74]. They
can also reduce the electrical power consumption since no
photocurrent is generated during transition periods since op-
tical power is incident on the transmitters and receivers only
during valid output states [75]. The short duration of ultrafast
laser pulses also results in large spectral bandwidth, which
enables system concepts such as a single-source implemen-
tation of wavelength-division multiplexed optical intercon-

nects [76], [77], a technique that allows multiple channels to
be transmitted down a single waveguide.

Optical interconnect devices and networks integrated
in a 3-D SoC IC (schematically illustrated in Fig. 11)
can be employed to attain system synchronization and to
enhance system performance. Integrated 3-D optical devices
have been demonstrated directly on top of active silicon
CMOS circuits [43], [78]–[80]. Also, polysilicon-based
optical waveguides of submicrometer dimensions have been
demonstrated for low-loss optical signal propagation and
power distribution [81].

F. Implications on VLSI Design and Synthesis

VLSI design and synthesis (both logic and physical)
for large digital circuits and high-performance SoC type
applications based on 3-D ICs will necessitate some new
design methodologies, design and layout tools, and test
strategies. At an abstract level, physical design (placement
and routing) can be viewed as a graph embedding problem.
The circuit graph (synthesized and mapped circuit) is em-
bedded on a target graph which is planar (which corresponds
to the physical substrate of the conventional single silicon
substrate technology). However, with more than one silicon
layer available, the target graph is no longer planar, and
therefore placement and routing algorithms need to be
suitably modified. Moreover, since placement and routing
information also affects synthesis algorithms, which in turn
can affect the choice of architectures, this modification
needs to be propagated all the way to synthesis and architec-
tural level. Additionally, since 3-D ICs would likely involve
silicon-on-insulator (SOI) type upper active layers, the
design process will need to address issues specific to SOI
technology to realize significant performance improvements
[82], [83].

VI. OVERVIEW OF 3-D IC TECHNOLOGY

A. Technology Options

Although the concept of 3-D integration was demonstrated
as early as in 1979 [84], and was followed by a number of
reports on its fabrication process and device characteristics
[85]–[94], it largely remained a research technology since
microprocessor performance was device-limited. However,
with the growing menace of delay in recent times, this
technology is being viewed as a potential alternative that can
not only maintain chip performance well beyond the 130-nm
node, but also inspire a new generation of circuit design con-
cepts. Hence, there has been a renewed spur in research ac-
tivities in 3-D technology [95]–[100] and their performance
modeling [42], [67], [101]–[104].

Presently, there are several possible fabrication technolo-
gies that can be used to realize multiple layers of active-area
(single crystal Si or recrystallized poly-Si) separated by
interlayer dielectrics (ILDs) for 3-D circuit processing. A
brief description of these alternatives is given as follows.
The choice of a particular technology for fabricating 3-D
circuits will depend on the requirements of the circuit
system, since the circuit performance is strongly influenced

626 PROCEEDINGS OF THE IEEE, VOL. 89, NO. 5, MAY 2001

Authorized licensed use limited to: INESC. Downloaded on February 4, 2009 at 10:15 from IEEE Xplore.  Restrictions apply.



Fig. 32. Schematic of a thin-film transistor (TFT) fabricated on
polysilicon depicting several grain boundaries in the active region.

by the electrical characteristics of the fabricated devices as
well as on the manufacturability and process compatibility
with the relevant 2-D technology.

1) Beam Recrystallization:A very popular method of
fabricating a second active (Si) layer on top of an existing
substrate (oxidized Si wafer) is to deposit polysilicon and
fabricate thin-film transistors (TFT) (see Fig. 32). MOS
transistors fabricated on polysilicon exhibit very low surface
mobility values [of the order of 10 cm/(V s)], and also
have high threshold voltages (several volts) due to the high
density of surface states (several cm ) present at the
grain boundaries. To enhance the performance of such tran-
sistors, an intense laser or electron beam is used to induce
recrystallization of the polysilicon film [84]–[94] to reduce
or even eliminate most of the grain boundaries. This tech-
nique, however, may not be very practical for 3-D devices
because of the high temperature involved during melting
of the polysilicon and also due to difficulty in controlling
the grain size variations [105], [106]. Beam recrystallized
polysilicon films can also suffer from lower carrier mobility
(compared to single-crystal Si) and unintentional impurity
doping. However, high-performance TFTs fabricated using
low-temperature processing [107], and even low-tempera-
ture single-crystal Si TFTs, have been demonstrated [108]
that can be employed to fabricate advanced 3-D circuits.

2) Silicon Epitaxial Growth: Another technique for
forming additional Si layers is to etch a hole in a passivated
wafer and epitaxially grow a single-crystal Si seeded from
open window in the ILD. The silicon crystal grows verti-
cally and then laterally to cover the ILD (Fig. 33) [98]. In
principle, the quality of devices fabricated on these epitaxial
layers can be as good as those fabricated underneath on the
seed wafer surface, since the grown layer is single crystal
with few defects. However, the high temperatures (1000
C) involved in this process cause significant degradation in

the quality of devices on lower layers. Also, this technique
cannot be used over metallization layers. Low-temperature
silicon epitaxy using ultra-high-vacuum chemical vapor
deposition (UHV-CVD) has been recently developed [109].
However, this process is not yet manufacturable.

3) Processed Wafer Bonding:An attractive alternative is
to bond two fully processed wafers on which devices are fab-

ricated on the surface, including some interconnects, such
that the wafers completely overlap (Fig. 34) [96], [110]. In-
terchip vias are etched to electrically connect both wafers
after metallization and prior to the bonding process at400
C (discussed in Section VI-B). This technique is very suit-

able for further processing or the bonding of more pairs in
this vertical fashion. Other advantages of this technology lie
in the similar electrical properties of devices on all active
levels and the independence of processing temperature since
all chips can be fabricated separately and later bonded. One
limitation of this technique is its lack of precision (best-case
alignment is 2 m), which restricts the interchip communi-
cation to global metal lines. However, for applications where
each chip is required to perform independent processing be-
fore communicating with its neighbor, this technology can
prove attractive. Also, this limitation can be eliminated to a
large extent by using bonding pads which can be sized for
alignment [see Fig. 37(b)], provided that the footprint area
is sufficient. Additionally, bonding techniques based on the
thermocompression of metal pads [110] offer low thermal-re-
sistance interfaces between bonded wafers, which can help in
heat dissipation.

4) Solid Phase Crystallization (SPC):As an alternative
to high-temperature epitaxial growth discussed above, low-
temperature deposition and crystallization of amorphous sil-
icon (a-Si), on top of the lower active layer devices, can
be employed. The amorphous film can be randomly crystal-
lized to form a polysilicon film [111]–[114]. Device perfor-
mance can be enhanced by eliminating the grain boundaries
in the polysilicon film. For this purpose, local crystalliza-
tion can be induced using low-temperature processes (600
C) such as using patterned seeding of Germanium (Fig. 35)

[97], [115]. In this method, Ge seeds implanted in narrow
patterns made on a-Si can be used to induce lateral crystal-
lization and inhibit additional nucleation. This results in the
formation of small islands, which are nearly single-crystal.
CMOS transistors can then be fabricated within these islands
to give SOI-like performance. Another approach based on
the seeding technique employs metal (Ni) seeding to induce
simultaneous lateral recystallization and dopant activation
after the fabrication of the entire transistor on an a-Si layer.
This technique known as the metal induced lateral crystal-
lization (MILC) (see Fig. 36) [116], [117] offers even lower
thermal budget ( 500 C) and can be employed to fabricate
high-performance devices (MOSFETS or optical devices) on
upper active layers even with metallization layers below.

The SPC technique offers the flexibility of creating mul-
tiple active layers and is compatible with current CMOS pro-
cessing environments. Recent results using the MILC tech-
nique prove the feasibility of building high-performance de-
vices at low processing temperatures, which can be com-
patible with lower level metallization [118]. It is found that
the electrical characteristics of these devices are still infe-
rior to single-crystal devices [119]. However, technological
advances to overcome the thermal budget problem have been
made to allow fabrication of high-performance devices using
SPC [120]–[122].
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Fig. 33. Schematic of an epitaxially grown second active layer. ELO denotes epitaxial layer
overgrowth. (Courtesy of Gerold W. Neudeck, Purdue University, West Lafayette, IN.)

Fig. 34. Schematic of final steps used in one of the wafer bonding
technologies based on metal thermocompression (top) and a finished
3-D chip (bottom). (Courtesy of Rafael Reif and Dimitri Antoniadis,
Massachusetts Institute of Technology, Cambridge, MA.)

It is possible to conceive of several 3-D circuits for which
SPC will be a suitable technology, such as in upper-level
nonvolatile memory, or by simply sizing up the upper level
transistors to match their single-crystal CMOS counterparts.
For example, deep-submicrometer polysilicon TFTs [123],
stacked SRAM cells [124], [125], and EEPROM cells
[126] have already been demonstrated. With technological
improvements, the MILC (Ni seeding) process can be used
to fabricate islands of single-grain devices to maximize
circuit performance.

B. Vertical Interlayer Interconnect Technology Options

The performance modeling presented in this study di-
rectly relates improved chip performance with increased

Fig. 35. Schematic of the Ge seeded solid phase crystallization
(SPC) process flow.

Fig. 36. Schematic of the MILC process flow using Ni seeding.

utility of VILICs. It is therefore important to understand
how to connect different active layers with a reliable and
compatible process. Upper-layer processing needs to be
compatible with metal lines underneath connecting lower
layer devices and metal layers. With Cu technologies, this
limits the processing temperatures to450 C for upper
layers. Otherwise, Cu diffusion through barrier layers, and
the reliability and thermal stability of material interfaces can
degrade significantly. Tungsten is a refractory metal that can
be used to withstand higher processing temperatures, but it
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(a)

(b)

Fig. 37. Schematic of the wafer bonding techniques (a)
with adhesive layer of polymer in between, and (b) through
thermocompression of copper metal. (Courtesy of Rafael Reif,
Massachusetts Institute of Technology, Cambridge, MA.)

has higher resistivity. Current via technology can also be
employed to achieve VILIC functionality. The underlying
assumption here requires that intralayer gates are inter-
connected using regular horizontal metal wires and vias,
while interlayer interconnects can be VILICs connecting the
wiring network for each layer, as schematically illustrated
in Fig. 11.

Recently, interlayer (VILIC) metallization schemes for
3-D ICs have been demonstrated using direct wafer bonding.
These techniques are based on the bonding of two wafers
with their active layers connected through high aspect ratio
vias, which serve as VILICs. One method is based on the op-
tically adjusted bonding of a thinned (10 m) top wafer to
a bottom wafer with an organic adhesive layer of polyimide
( 2 m) in between [127]. Interchip vias are etched through
the ILD (inter level dielectric), the thinned top Si wafer
and through the cured adhesive layer, with an approximate
depth of 20 m prior to the bonding process [see Fig. 37(a)].
The interchip via made of chemical vapor deposited (CVD)
TiN liner and CVD-W plug provides a vertical interconnect
(VILIC) between the uppermost metallization levels of both
layers. The bonding between the two wafers (misalignment

1 m) is done using a flip-chip bonder with split beam
optics at a temperature of 400C.

A second technique relies on the thermocompression
bonding between metal pads in each wafer [110]. In this
method, Cu–Ta pads on both wafers [illustrated in Fig. 37(b)]
serve as electrical contacts between the interchip via on the
top thinned Si wafer and the uppermost interconnects on the
bottom Si wafer. The Cu–Ta pads can also function as small
bond pads for wafer bonding. Additionally, dummy metal
patterns can be made to increase the surface area for wafer
bonding. The Cu–Ta bilayer pads with a combined thickness
of 700 nm are fused together by applying a compressive
force at 400 C. This technique offers the advantage of a

metal–metal interface that will lower the interface thermal
resistance between the two wafers (and, hence, provide
better heat conduction) and can be beneficial as a partial
ground plane for lowering the electromagnetic effects
discussed in Section IV-B.

VII. SUMMARY

In this paper, we have motivated the need for 3-D IC tech-
nologies with multiple active layers, as a promising alterna-
tive to the present single Si layer IC technologies, to alleviate
the interconnect delay problems in near-future high-perfor-
mance logic circuits, and to realize large scale integration of
heterogeneous technologies in one single die.

In Section I, the interconnect delay problem associated
with Cu/low- technologies was discussed using estimated
delay values based on the data from the ITRS. The impli-
cations of material effects arising at deep-submicrometer di-
mensions such as increasing metal resistivity of copper due
to increased electron surface scattering and the effect of a fi-
nite barrier layer thickness on line resistance were quantified.
The increasing impact of interconnect delays on VLSI design
was also discussed and the limitations of various proposed
solutions to overcome the interconnect problem were high-
lighted, especially in light of ITRS-based interconnect trends
and their associated effects. It was concluded that Cu/low-
interconnects alone will not be able to overcome the deep-
submicrometer interconnect problems, and that the existing
design-based solutions are also not adequate to deal with the
wiring problem. Additionally, various limitations of the ex-
isting planar (2-D) ICs with regards to their utility for het-
erogeneous integration of technologies were also discussed.

In Section III, a detailed performance analysis method-
ology was presented for the 3-D ICs to predict area, delay,
and power dissipation, and provide examples of some of
these tradeoffs which result in area and/or delay reduction
over the 2-D case. A scheme to optimize the interconnect
distribution among different interconnect tiers was also pre-
sented and the effect of transferring the repeaters to upper
Si layers was quantified in this analysis for a two-layer
3-D chip. Our analysis predicts significant performance
improvements over the 2-D case. The primary target tech-
nology for this analysis has been the ITRS-based 50-nm
node with two active layers of silicon. Other technology
nodes with two active layers were also considered. It was
shown that the availability of additional silicon layers gives
extra flexibility to designers which can be exploited to
minimize area, improve performance and power dissipation,
or any combinations of these.

Additionally, in Section IV, we addressed some of the con-
cerns associated with 3-D circuits including that of heat dis-
sipation. An analytical thermal model for estimating the tem-
perature rise of individual active layers in 3-D ICs was pre-
sented. It was demonstrated that, for circuits with two silicon
layers running at maximum performance, maintenance of ac-
ceptable die temperatures might require advanced packaging
and heat-sinking technologies. Implications of reliability and
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electromagnetic interactions (such as capacitance and induc-
tance effects) arising in 3-D ICs were also briefly discussed.

In Section V, we highlighted some scenarios in current
and future VLSI and SoC type applications involving mixed
signals and technologies, where the use of 3-D circuits will
have an immediate and beneficial impact on performance.
We also briefly discussed the implications of using this tech-
nology on the design process, as conventional VLSI design
methodologies and tools and gate level and architecture level
synthesis algorithms need to be suitably adapted. Finally, in
Section VI, an overview of some of the manufacturing tech-
nologies under investigation, which can be used to fabricate
these circuits, was provided.

VIII. C ONCLUSION

Deep-submicrometer VLSI interconnect scaling trends
and the growing need for heterogeneous integration of tech-
nologies in one single die have created the necessity to seek
alternatives to the existing (2-D) single-active-layer ICs. In
this paper, we have shown that 3-D ICs are an attractive
chip architecture that can alleviate the interconnect related
problems such as delay and power dissipation and can also
facilitate integration of heterogeneous technologies in one
single chip. In fact, several applications of 3-D ICs have
been recently demonstrated [128]–[131], which show the
potential of this technology for effective implementations
of SoCdesigns that are expected to form the backbone of
most future electronic systems. While many technological
challenges need to be overcome for the successful real-
ization of completely monolithic3-D ICs, advanced 3-D
packaging techniquesto realize heterogeneous ICs [132]
can be precursors to the future monolithic 3-D ICs.
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